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#### Abstract

In this paper we will employ the Asch Conformity experiment to provide a detailed summary of some concepts revolving around Markov chains.


## 1. Introduction

Markov Chains are a way for us to model a set of sequential processes using a combination of probabilities and matrix operations. Scenarios are modeled as independent states and the transitions between them. Each transition between two states, including a state to itself, has a probability that is independent of the previous states. The probability of transitioning from state A to state B is denoted, $P_{A B}$. The set of all states and probabilities of transitioning between them is called the state space. The state space of the state of the American stock market over a year may look like:


Figure 1. Example Markov chain modeling states of the stock market

Date: March 2, 2020.

The figure above shows a state space for the three simplified states of a market. The three states are Bull Market(Bu), Bear Market(Be), and Stagnant Market(S). It is visible that from any state, there are three possible transitions. For example from the Bull Market, we can either retain the state of Bull Market, with probability $P_{B u B u}=.9$; or transition from the Bull Market to the Bear Market, with probability $P_{B u B e}=.075$; or transition from the Bull Market to the Stagnant Market, with probability $P_{B u S}=.025$

We use Markov chains to model the real world, from the movement of notes in the music of Bach, to psychological studies like the Asch conformity experiments which we will cover later in this paper. The ability for us to use linear algebra saves us the time, and evades the complexity of large drawing large probability trees with numerous branches.

In the rest of this paper, we will use one of the Asch conformity experiments to define properties of Markov chains. In $\S 2$ we will gain an understanding of the Asch Conformity Experiment, and in $\S 3$ we will determine how matrices can be applied to Markov chains to find probabilities of future states.

## 2. Asch Conformity Experiment

The Asch conformity experiments were series of studies led by Solomon Asch noting the tendencies of subjects to yield to or defy a majority group.

The study was conducted like so. The experimenter, standing at the front of a room, revealed two large white cards: one card with a single line called the standard line, and another card with three lines of varying lengths, the comparison lines. Of the three lines on the second card, one was the same length as the single line on the first. The other lines varied from three quarters of an inch to an inch and three quarters longer or shorter. In a room full of unbeknownst actors, subjects were prompted to verbally announce which of the three comparison lines was the same length as the standard line. On the first two trials, the group unanimously answered correctly, but on the third trial, the actors all gave the wrong answer. The actors gave correct answers occasionally so that the participant would not suspect collusion. By experiment aimed to test the conformity of subjects to the majority in the face of clear physical evidence.

We can model the agreeability of the subject using a 4 -state Markov chain. The correct answer will be denoted as A, and the incorrect
answer, as B. State 1 is means that the test subject is and will always give answer A, the correct answer. The subject has thus made the decision to select the clearly correct answer despite their counterparts. State 2 is the uncertain A, the subject is not completely confident that they are right, but answers correctly at the time. State 3 is uncertain B , where the subject is erring on the side of the collective, but not certain that they are right. State 4 is permanent $B$, and the subject has now decided to place their trust in the incorrect collective. These states, respectively, are called permanent A, uncertain A, uncertain B, and permanent B.


Figure 2. Markov chain model of Asch Conformity Experiment.

We assume all subjects begin in state 2 because they know the correct answer but have not yet been able to decide how they will react to the actors. Our Markov chain aobve displays the paths and their probabilities, but we can reorganize these into a table like the one below.

| $i / j$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 |
| 2 | 0.06 | 0.63 | 0.31 | 0 |
| 3 | 0 | 0.46 | 0.49 | 0.05 |
| 4 | 0 | 0 | 0 | 1 |

Figure 3. Table of probabilities of changing from state i to state j.

We will continue to discuss these probabilities as $P_{i j}$, where the probability of transitioning from state $i$ to state $j$ between responses. We call states 1 and 4 absorbing states, because once the subject enters that state, the probability of them changing is 0 .

## 3. Transition Matrices

One question that me may have about this experiment is: How can we accurately predict the probability that a subject will be in a given state in 5 turns? 10 turns? 100?

Let's start with just 2 turns. To do this, we must combine and sum all paths or combinations of 2 steps that begin at 2 and end at a given state.

State 1: $P_{22} \cdot P_{21}+P_{21} \cdot P_{11}=(.63)(.06)+(.06)(1)=0.0978$
State 2: $P_{22} \cdot P_{22}+P_{23} \cdot P_{32}=(.63)(.63)+(.31)(.46)=0.5395$
State 3: $P_{22} \cdot P_{23}+P_{23} \cdot P_{33}=(.63)(.63)+(.31)(.49)=0.5488$
State 4: $P_{23} \cdot P_{34}=(.31)(.05)=0.0155$
The expression for state 1 can be rewritten as:

$$
\begin{aligned}
& =P_{21} \cdot P_{11}+P_{22} \cdot P_{21}+P_{23} \cdot P_{31}+P_{24} \cdot P_{41} \\
& =(.06)(1)+(.63)(.06)+(.31)(0)+(0)(0) \\
& =0.0978
\end{aligned}
$$

Firstly, notice that the expanded form contains all of the paths from state 2 to state 1 that could possibly exist. The non-existent paths contain probabilities equal to 0 , and are therefore arithmetically disposed.

The pattern of this multiplication however, strongly resembles matrix multiplication. Let's try to understand why. If we were to convert our table of probabilities into a matrix, it would look like this:

$$
P_{1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
.06 & .63 & .31 & 0 \\
0 & .46 & .49 & .05 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Figure 4. Transition Matrix of Asch Conformity Experiment.

We call this matrix a transition matrix or stochastic matrix, as we use it to describe the transitions between states. The rewritten expression of state 2 after two rounds of the experiment looks like row

2 multiplied by column 1 . This would be the number in the second row and first column if we multiplied our matrix by itself, or $P_{21}^{2}$

This operation of matrix multiplication does, in fact, produce these combinations of outcomes. Because each transition is treated independently in Markov chain models, we can simply continue to multiply by the original $P^{1}$ matrix by itself $n$ times, to retrieve the probabilities of states after n rounds. This operation takes all of the paths of $n-1$ rounds and adds one more step, allowing us to have the probabilities of ending in a given state. Due to the fact that we assume all subject begin in state two, the end probabilities will always lay in row two of the transition matrix.

So to answer the questions we asked at the beginning of this section, our possibilities for all states after 5, 10, and 100 are:

$$
\begin{gathered}
P^{5}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
.19 & .44 & .30 & .07 \\
.12 & .45 & .31 & .13 \\
0 & 0 & 0 & 1
\end{array}\right], P^{10}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
.31 & .33 & .23 & .13 \\
.24 & .34 & .23 & .20 \\
0 & 0 & 0 & 1
\end{array}\right] \\
P^{100}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
.66 & 0 & 0 & .34 \\
.6 & 0 & 0 & .4 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{gathered}
$$

Figure 5. Transition matrices for $n=5,10,100$.

## 4. Conclusion

In this paper we have explored the Asch Conformity Experiment and the Markov chain used to model it. We discussed transition matrices and how they allow us to determine of the probability of future states. Markov chains are important in the field of statistical modeling. One application of Markov chains is in the creation of music. Markov chains can be assembled where the each node is a chord tone, and music is made by continuing to transition from note to note. This is only one
of the uses of Markov chains, as there are many other things in our physical and virtual worlds to be probabilistically modeled.
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