
London Mathematical Society Student Texts 21

Representations of Finite
Groups of Lie Type
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INTRODUCTION

These notes follow a course given at the University of Paris VII during the
spring semester of academic year 1987–88. Their purpose is to expound basic

results in the representation theory of finite groups of Lie type (a precise
definition of this concept will be given in chapter 3).

Let us start with some notations. We denote by Fq a finite field of character-

istic p with q elements (q is a power of p). The typical groups we will look
at are the linear, unitary, symplectic, orthogonal, . . . groups over Fq. We will

consider these groups as the subgroups of points with coefficients in Fq of
the corresponding groups over the algebraic closure Fq (which are algebraic

reductive groups). More precisely, the group over Fq is the set of fixed points
of the group over Fq under an endomorphism F called the Frobenius endo-

morphism; this will be explained in chapter 3. In the following paragraphs of

this introduction we will try to describe, by some examples, a sample of the
methods used to study the complex representations of these groups. More

examples are developed in detail in chapter 15.

Induction from subgroups

Let us start with the example where G = GLn(Fq) is the general linear group

over Fq. Let T be the subgroup of diagonal matrices; it is a subgroup of
the group B of upper triangular matrices, and there is a semi-direct product

decomposition B = U ⋊ T , where U is the subgroup of the upper triangular
matrices which have all their diagonal coefficients equal to 1. The representa-

tion theory of T is easy since it is a commutative group (actually isomorphic
to a product of n copies of the multiplicative group F×

q ). Composition with

the natural homomorphism from B to T (quotient by U) lifts representations
of T to representations of B. Inducing these representations from B to the

whole of the linear groups gives representations of G (whose irreducible com-

ponents are called “principal series representations”). More generally we can
replace T with a group L of block-diagonal matrices, B with the group of

corresponding upper block-triangular matrices P , and we have a semi-direct
product decomposition (called a Levi decomposition) P = V ⋊ L, where V

is the subgroup of P whose diagonal blocks are identity matrices; we may as
before induce from P to G representations of L lifted to P . The point of this
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method is that L is isomorphic to a direct product of linear groups of smaller
degrees than n. We thus have an inductive process to get representations of

G if we know how to decompose induced representations from P to G. This
approach has been developed in the works of Harish-Chandra, Howlett and

Lehrer, and is introduced in chapters 4 to 7.

Cohomological methods

Let us now consider the example of G = Un, the unitary group over Fq. It can

be defined as the subgroup of matrices A ∈ GLn(Fq2) such that tA[q] = A−1,
where A[q] denotes the matrix whose coefficients are those of A raised to the

q-th power. It is thus the subgroup of GLn(Fq) consisting of the fixed points
of the endomorphism F : A 7→ (tA[q])−1.

A subgroup L of block-diagonal matrices in Un is again a product of unitary

groups of smaller degree. But this time we cannot construct a bigger group P

having L as a quotient. More precisely, the group V of upper block-triangular
matrices with coefficients in Fq and whose diagonal blocks are the identity

matrix has no fixed points other than the identity under F .

To get a suitable theory, Harish-Chandra’s construction must be generalized;
instead of inducing from V ⋊ L to G, we construct a variety attached to V

on which both L and G act with commuting actions, and the cohomology of
that variety with ℓ-adic coefficients gives a (virtual) bi-module which defines

a “generalized induction” from L to G. This approach, due to Deligne and
Lusztig, will be developed in chapters 10 to 13.

Gelfand-Graev representations

Using the above methods, a lot of information can be obtained about the
characters of the groups G(Fq), when G has a connected centre. The situa-

tion is not so clear when the centre of G is not connected. In this case one

can use the Gelfand-Graev representations, which are obtained by inducing
a linear character “in general position” of a maximal unipotent subgroup (in

GLn the subgroup of upper triangular matrices with ones on the diagonal is
such a subgroup). These representations are closely tied to the theory of reg-

ular unipotent elements. They are multiplicity-free and contain rather large
cross-sections of the set of irreducible characters, so give useful additional

information in the non-connected centre case (in the connected centre case,
they are combinations of Deligne-Lusztig characters).

For instance, in SL2(Fq) they are obtained by inducing a non-trivial linear
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character of the group of matrices of the form
(

1 u
0 1

)

: such a character

corresponds to a non-trivial additive character of Fq; there are two classes of
such characters under SL2(Fq), which corresponds to the fact that the centre

of SL2 has two connected components (its two elements).

The theory of regular elements and Gelfand-Graev representations is ex-
pounded in chapter 14, with, as an application, the computation of all ir-

reducible characters on regular unipotent elements.

Assumed background

We will assume that the reader has some basic familiarity with algebraic
geometry, but we will give as far as possible statements of all the results we

use; a possible source for these is R. Hartshorne’s book “Algebraic Geometry”
([Ha]). Chapters 0, 1 and 2 contain the main results we use from the theory

of algebraic groups (the proofs will be often omitted in chapter 0; references
for them may be found in the books on algebraic groups by A. Borel [B1],

J. E. Humphreys [Hu] and T. A Springer [Sp] which are all good introductions
to the subject). We will also recall results about Coxeter groups and root

systems for which the most convenient reference is the volume of N. Bourbaki
[Bbk] containing chapters IV, V and VI of the theory of Lie groups and Lie

algebras. However, we will not give any references for the basic results of the
theory of representations of finite groups over fields of characteristic 0, which

we assume known. All we need is covered in the first two parts of the book
of J. -P. Serre [Se].

Bibliography

Appropriate references will be given for each statement. There are two works

about the subject of this book that we will not refer to systematically, but
which the reader should consult to get additional material: the book of

B. Srinivasan [Sr] for the methods of Deligne and Lusztig, and the survey
of R. W. Carter [Ca] which covers many topics that we could not introduce

in the span of a one-semester course (such as unipotent classes, Hecke alge-
bras, the work of Kazhdan and Lusztig, . . .); furthermore our viewpoint or the

organization of our proofs are often quite different from Carter’s (for instance
the systematic use we make of Mackey’s formula (chapters 5 and 11) and of

Curtis-Kawanaka-Lusztig duality). To get further references, the reader may
look at the quasi-exhaustive bibliography on the subject up to 1986 which is

in Carter’s book.



4 Introduction

Acknowledgments

We would like to thank the “équipe des groupes finis” and the mathematics
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0. BASIC RESULTS ON ALGEBRAIC GROUPS

A finite group of Lie type will be defined in this book as the group of points
over a finite field of a (usually connected) reductive algebraic group over the

algebraic closure of that finite field. We begin by recalling the definition of
these terms and the basic structure theory of reductive algebraic groups.

Let us first establish some notations and conventions we use throughout. If

g is an automorphism of a set (resp. variety, group, . . .) X, we will denote by
Xg the set of fixed points of g, and gx the image of the element x ∈ X by g.

A group G acts naturally on itself by conjugation, and we will hence write
gh for ghg−1, where g and h are elements of G. We will write Z(G) for the

centre of G; if X is any subset of G, we put NG(X) = { g ∈ G | gX = X }
and CG(X) = { g ∈ G | gx = xg for all x ∈ X }.

We will consider only affine algebraic groups over an algebraically closed field
k (which will be taken to be Fq from chapter 3 onwards), i.e., affine algebraic

varieties endowed with a group structure such that the multiplication and
inverse maps are algebraic (which corresponds to a coalgebra structure on

the algebra of functions on the variety). For such a group G, we will call
elements of G the elements of the set G(k) of k-valued points of G. We

generally will use bold letters for algebraic groups and varieties.

0.1 Examples of affine algebraic groups.
(i) The multiplicative group Gm, and the additive group Ga, defined

respectively by the algebras k[T, T−1] (with comultiplication T 7→ T⊗T )
and k[T ] (with comultiplication T 7→ T⊗1+1⊗T ). We have Gm(k) ≃ k×

and Ga(k) ≃ k+.

(ii) The linear group GLn defined by the algebra k[Ti,j , det(Ti,j)
−1], with

comultiplication Ti,j 7→
∑

l Ti,l⊗Tl,j ; and its subgroup, the special linear

group SLn defined by the ideal generated by det(Ti,j)− 1.

Actually every one-dimensional affine algebraic group is isomorphic to Gm or
Ga (this is surprisingly difficult to prove; see, e.g., [Sp, 2.6]).

A morphism of algebraic groups is a homomorphism of varieties which is also

a group homomorphism. A closed subvariety which is a subgroup is naturally
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an algebraic subgroup (i.e., the inclusion map is a morphism of algebraic
groups).

0.2 Proposition. Let {Vi}i∈I be a family of irreducible subvarieties all
containing the identity element of an algebraic group G; then the smallest

closed subgroup of G containing the Vi is equal to the product Wi1 . . .Wik

for some finite sequence (i1, . . . , ik) of elements of I, where either Wi = Vi

or Wi = {x−1 | x ∈ Vi}.

Proof: See [B1, I, 2.2].

That subgroup of G will be called the subgroup generated by the Vi.

An algebraic group is called linear if it is isomorphic to a closed subgroup
of GLn. It is clear from the definition that a linear algebraic group is affine;

the converse is also true (see [Sp, 2.3.5]). Unless otherwise stated, all alge-
braic groups considered in the sequel will be linear (an example of non-linear

algebraic groups are the elliptic curves).

The connected components of an algebraic group G are finite in number
and coincide with its irreducible components; the component containing the

identity element of G is called the identity component and denoted by
G◦. It is a characteristic subgroup of G, and the quotient G/G◦ is finite.

Conversely every normal closed subgroup of finite index contains G◦ (these

properties are elementary; see, e.g., [Sp, 2.2.1]). It is clear from 0.2 that the
subgroup generated by a family of connected subvarieties is connected.

0.3 Jordan decomposition.

An element of a linear algebraic group G is called semi-simple (resp. unipo-

tent) if its image in some embedding of G in a GLn is semi-simple (resp.
unipotent); this property does not depend on the embedding. Every element

has a unique decomposition (its Jordan decomposition) as the product of
two commuting semi-simple and unipotent elements (see [Sp, 2.4.8]).

Tori, solvable groups, Borel subgroups

0.4 Definition.

(i) A torus is an algebraic group which is isomorphic to the product of a
finite number of copies of the multiplicative group.

(ii) A rational character of an algebraic group G is an algebraic group
morphism from G to Gm.

(iii) The character group X(T) of a torus T is the group of rational char-
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acters of T.

If T is a torus isomorphic to Gr
m, its algebra is isomorphic to k[t1, . . . , tr,

t−1
1 , . . . , t−1

r ]. An element of X(T) corresponds to a morphism of both algebras
and coalgebras k[t, t−1]→ k[t1, . . . , tr, t

−1
1 , . . . , t−1

r ], which is defined by giving

the image of t which must be an invertible element, i.e., a monomial; this
monomial must be unitary for the morphism to be a coalgebra morphism.

The multiplication (multiplying the values) of characters of T corresponds
to the multiplication of monomials; so that for that multiplication X(T) is

isomorphic to the group of unitary monomials, and so the algebra of the torus
is isomorphic to the group algebra k[X(T)] of X(T) over k.

Let us recall some results about tori.

0.5 Proposition. Given a torus T and a subtorus S of T, there exists a

subtorus S′ of T such that T = SS′ (direct product).

Proof: The inclusion morphism from the closed subgroup S into T corre-

sponds to a surjective morphism of the algebra of the variety T onto that of
S. As explained above, these algebras are respectively isomorphic to k[X(T)]

and k[X(S)]; the morphism sends X(T) to X(S) by sending a character of
T to its restriction to S. Its surjectivity implies that the morphism comes

from a surjective morphism of free abelian groups X(T) → X(S), i.e., that

every character of S extends to T. This morphism is consequently split, i.e.,
X(S) can be identified with a sublattice of X(T) and the kernel X ′ of the

morphism is a supplementary sublattice to X(S). So the closed subgroup of
T whose algebra is k[X ′] is a torus S′ such that T = SS′.

0.6 Proposition. A closed connected subgroup of a torus is a torus, as well

as the quotient of a torus by a closed subgroup .

Proof: See [Sp, 2.5.2, 2.5.3, 2.5.8 (ii)].

0.7 Proposition. Given an algebraic action of a torus T on an affine variety

X, there exists an element t ∈ T such that Xt = XT.

Proof: It is known that the action can be linearized, i.e., there exists an
embedding of X into a finite-dimensional vector space V and an embedding of

T into GL(V ) such that the action of T factors through this embedding (see
[P. Slodowy Simple Singularities and Simple Algebraic Groups, Lecture

notes in mathematics, 815 (1980), Springer, I, 1.3]). The space V has a
T-stable decomposition indexed by characters in X(T). The kernel of some

non-trivial χ ∈ X(T) is of codimension 1 in T since its algebra is the quotient



8 Chapter 0

of the algebra of T by the ideal generated by χ (identifying the algebra of T

with the group algebra of X(T)). It follows that there is some element t ∈ T

which lies outside the kernels of all non-trivial characters of T occurring in
V ; the fixed points of t in V (and so in X) are the same as those of T whence

the result.

0.8 Theorem (rigidity of tori). Let T be a torus of an algebraic group G,
then NG(T)◦ = CG(T)◦.

Proof: See, e.g., [Sp, 2.5.11].

It follows in particular that the quotient NG(T)/CG(T) is finite.

0.9 Proposition. For a solvable algebraic group G:
(i) Every semi-simple element of G◦ lies in a maximal torus of G.

(ii) All maximal tori of G are conjugate.
(iii) If G is connected, the set Gu of unipotent elements of G is a normal

connected subgroup, and for every maximal torus T of G, there is a
semi-direct product decomposition G = Gu ⋊ T.

Proof: See, e.g., [Sp, 6.11] (the assertions on Gu follow from the theorem

of Lie-Kolchin, which states that every closed solvable subgroup of GLn(k) is
conjugate to a subgroup of the group of upper triangular matrices).

Let us note that this proposition implies that every connected solvable alge-

braic group containing no unipotent elements is a torus.

0.10 Definition. Maximal closed connected solvable subgroups of an alge-

braic group are called Borel subgroups.

These groups are of paramount importance in the theory. The next theorem
states their basic properties.

0.11 Theorem. Let G be a connected algebraic group. Then:
(i) All Borel subgroups of G are conjugate.

(ii) Every element of G is in some Borel subgroup.

(iii) The centralizer in G of any torus is connected.
(iv) A Borel subgroup is equal to its normalizer in G.

Proof: For a detailed proof see [Sp, 7.2.6, 7.3.3, 7.3.5 and 7.3.7]. Here is
an outline. To show (i), one first shows that G/B is a complete variety;

a complete variety has the property that a connected solvable group acting
on it always has a fixed point. Thus another Borel subgroup B′ acting on

G/B by left translation has a fixed point, i.e., there exists g ∈ G such that
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B′gB = gB, so g−1B′g ⊂ B whence the result. Property (ii) similarly results
from properties of complete varieties.

To show (iii) one uses (ii) and properties of G/B to prove that if x centralizes

some torus S, there is some Borel subgroup containing both x and S. Thus
it is sufficient to show that (iii) holds for a solvable group, which follows from

0.9 (iii). Property (iv) is proved by induction on the dimension of G, using
(iii) to get a connected group of dimension less than that of G.

It follows from (iv) above and the remark that the closure of a solvable group

is solvable (see [B1, I, 2.4]) that the words “closed connected” can be omitted
from the definition of a Borel subgroup.

0.12 Corollary. Let G be a connected algebraic group.

(i) Any closed subgroup containing a Borel subgroup is equal to its normal-
izer in G and is connected.

(ii) Two closed subgroups containing the same Borel subgroup and conjugate
in G are equal.

(iii) All maximal tori of G are conjugate; every semi-simple element of G is
in some maximal torus.

(iv) Two elements of a maximal torus T conjugate under G are conjugate

under NG(T).

Proof: Property (i) results from 0.11 (i) and 0.11 (iv): if P ⊃ B, and g

normalizes P, then g normalizes P◦. Thus B and gB are Borel subgroups of

P◦, so are conjugate by some p ∈ P◦, so that pgB = B; by 0.11 (iv) it follows
that pg ∈ B, whence g ∈ P◦. We have proved that NG(P) ⊂ P◦, which

proves (i). The proof of (ii) is similar (see [Sp, 7.3.9]). Since any maximal
torus is in some Borel subgroup, the first assertion in (iii) results from 0.11

(i) and 0.9 (ii). The second assertion of (iii) comes from 0.11 (ii) and 0.9 (i).

Let us prove (iv). If s and gs both lie in T then T and g−1
T are two maximal

tori containing s, so are two maximal tori of the group CG(s), and since they

are connected they lie in the identity component CG(s)◦. By (iii) they are
conjugate by some element x ∈ CG(s)◦, i.e., xT = g−1

T so gx ∈ NG(T). As
gxs = gs, we get the result.

0.13 Definition. A unipotent algebraic group is a group containing only
unipotent elements.

0.14 Proposition. Every unipotent subgroup of an affine algebraic group

is nilpotent.
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Proof: This property is invariant by an embedding into GLn, and any
unipotent subgroup of GLn(k) is conjugate to a subgroup of the group of

upper triangular matrices which have all their diagonal coefficients equal to
1 (see [Sp, 2.4.11] for a proof), whence the result.

0.15 Corollary. The maximal connected unipotent subgroups of an al-

gebraic group G are the groups Bu for B in the set of Borel subgroups of
G.

Proof: The proof of 0.14 shows that such a subgroup is in a Borel subgroup
whence the result by 0.9 (iii).

Radical, unipotent radical, reductive and semi-simple groups

0.16 Proposition. Let G be an algebraic group.

(i) The product of all the closed connected normal solvable subgroups of
G is also a closed connected normal solvable subgroup of G called the

radical of G and denoted by R(G).
(ii) Similarly the set of all closed connected normal unipotent subgroups of

G has a unique maximal element called the unipotent radical of G

and denoted by Ru(G).

(iii) Ru(G) = R(G)u (where R(G)u is defined as in 0.9 (iii)).

Proof: Using 0.2 it follows that the product in (i) is actually finite. This
implies (i) since the product of two solvable groups normalizing each other

is still solvable. To see (ii) and (iii) we first remark that a closed connected
normal unipotent subgroup is in R(G), so in R(G)u. We then observe that

R(G)u is normal in G, being characteristic in R(G), and is connected by 0.9
(iii).

0.17 Definition. An algebraic group is called reductive if its unipotent

radical is trivial, and semi-simple if its radical is trivial.

0.18 Proposition. If G is connected and reductive, then R(G) = Z(G)◦,

the identity component of the centre of G.

Proof: By 0.9 (iii), since Ru(G) is trivial, R(G) is a torus normal in G.
Since G is connected and for any torus T we have NG(T)◦ = CG(T)◦ (see

0.8), R(G) is central in G, and, being connected, is in Z(G)◦. Conversely
Z(G)◦, being normal solvable and connected, is contained in R(G).

0.19 Proposition. If G is reductive and connected, its derived group is

semi-simple and has a finite intersection with Z(G).
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Proof: The first assertion results from the second one since the radical
R(G′) of the derived group of G being characteristic (by 0.18) is in R(G), so

in Z(G) ∩G′; it is trivial since it is connected and this last group is finite.

To see the second assertion we may embed G in some GL(V ); the space V is
a direct sum of isotypic spaces Vχ where χ runs over the rational characters

of Z(G). The action of G preserves this decomposition, so the image of G

is in
∏

GL(Vχ) and that of G′ in
∏

SL(Vχ) while that of Z(G) consists of

products of scalar matrices in each Vχ, whence the result.

Examples. The group GLn is reductive. The group SLn is semi-simple as it
has a finite centre.

One-parameter subgroups, roots, coroots, structure theorem for

reductive groups

Let T be a torus. Algebraic group homomorphisms from T to Gm are
called one-parameter subgroups of T; they form an abelian group de-

noted by Y (T). An element of Y (T) corresponds to a morphism of algebras
k[t1, . . . , tr, t

−1
1 , . . . , t−1

r ]→ k[t, t−1], which is determined by the images of the

ti which must be invertible elements, i.e., monomials. The multiplication of
one-parameter subgroups corresponds to the multiplication of monomials so

Y (T) is isomorphic to a product of r copies of the group of monomials in
k[t, t−1].

There is an exact pairing between X(T) and Y (T) (i.e., a map X(T) ×
Y (T)→ Z which makes each one the Z-dual of the other) obtained as follows:
given χ ∈ X(T) and ψ ∈ Y (T) the composite map χ ◦ψ is a homomorphism

from Gm to itself, so is of the form x 7→ xn for some n ∈ Z; the map
X(T)× Y (T)→ Z is defined by (χ, ψ) 7→ n.

0.20 Proposition. The map y⊗x 7→ y(x) is a group isomorphism: Y (T)⊗Z

k× ∼
−−→T.

Proof: Let (xi)i=1,...,n and (yi)i=1,...,n be two dual bases of X(T) and Y (T)

respectively. It is easy to check that t 7→
∑i=n
i=1 yi⊗xi(t) : T→ Y (T)⊗Z k

× is
the inverse of the map of the statement, using the fact that

⋂

x∈X(T) ker x = 1

(this follows from the isomorphism between the algebra of the variety T and
k[X(T)]; see remarks after 0.4).

We will need the following property of X seen as a functor from tori to Z-

modules:
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0.21 Proposition. The functor X is exact.

Proof: This is an immediate corollary of the fact that a subtorus is always

a direct factor (see 0.5).

We now study the relationship between closed subgroups of T and subgroups
of X(T).

0.22 Lemma. Given a torus T, let x1, . . . , xn be linearly independent ele-

ments of X(T) and λ1, . . . , λn arbitrary elements of k×; then there exists
s ∈ T such that xi(s) = λi for i = 1, . . . , n.

Proof: See, e.g., [Hu, 16.2, lemma C].

0.23 Definition. Given a torus T and a closed subgroup S of T, we define

S⊥ = { x ∈ X(T) | ∀s ∈ S, x(s) = 1 }; and conversely, given a subgroup A
of X(T), we define a subgroup of T by A⊥ = { s ∈ T | ∀x ∈ A, x(s) = 1 }
(which is closed since A is finitely generated).

0.24 Proposition. If k is of characteristic p, given a torus T and a subgroup
A of X(T), the group A⊥⊥/A is the p-torsion subgroup of X(T)/A.

Proof: First notice that, for any closed subgroup S of T, the groupX(T)/S⊥

has no p-torsion. Indeed,

pnx ∈ S⊥ ⇔ ∀s ∈ S, x(s)p
n

= 1⇔ ∀s ∈ S, x(s) = 1⇔ x ∈ S⊥,

where the middle equivalence holds since x 7→ xp
n

is an automorphism of k.

Thus it is enough to see that A⊥⊥/A is a p-group. Let x ∈ A⊥⊥ − A. It

is a standard result on free Z-modules that there is a basis (x, x1, . . . , xr)
of <A, x> such that (mx, x1, . . . , xr) is a basis of A (with m ∈ Z; possibly

m = 0). The result clearly follows if we can prove that m is a power of
p. Let us assume otherwise: then there exists λ ∈ k× such that λ 6= 1

and λm = 1 (even if m = 0). By 0.22, there exists some s ∈ T such that
x(s) = λ, x1(s) = 1, . . . , xr(s) = 1. Thus mx(s) = 1 so s ∈ A⊥ but

x(s) 6= 1, which contradicts x ∈ A⊥⊥.

We will now give the main structure theorems for reductive groups. In order
to do that, we first recall the definition and some properties of root systems

(the reader can look at the first two items of 0.31 to see why they appear in

this context).

0.25 Definition. A root system in a real vector space V is a subset Φ

with the following properties
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(i) Φ is finite, generates V and 0 /∈ Φ.
(ii) For any α ∈ Φ, there exists α̌ in the vector space dual to V such that

〈α, α̌ 〉 = 2 and such that Φ is stable under the reflection sα : V → V
defined by x 7→ x− 〈 x, α̌ 〉α.

(iii) α̌(Φ) ⊂ Z for any α ∈ Φ.

Then the α̌ form a root system Φ̌ in the dual of V . They are called coroots;
there exists a scalar product on V invariant by the sα, which lets us identify

V with its dual (see [Bbk, VI, 1.1, propositions 1 and 2]). Under this iden-

tification α̌ becomes 2α/〈α, α 〉. Let us note that by (ii), if α is root, then
−α is another one. The root system is said to be reduced if any line in V

containing a root contains exactly two (opposed) roots. Let us note also that
if Φ is the union of two orthogonal subsets then each of them is a root system

in the subspace of V that it generates. A root system is irreducible if there
exists no such decomposition.

The group W generated by the sα’s is called the Weyl group of the root

system; it is a group of permutations of Φ by 0.25 (i) and (ii). We will give a
presentation of it which shows that it is a Coxeter group. In order to do that

we first introduce bases of root systems.

0.26 Definition. Given an ordered vector space structure on V such that

any root is positive or negative, we denote by Φ+ (resp. Φ−) the set of positive
(resp. negative) roots. Positive roots which are indecomposable into a sum

of other positive roots are called simple roots. The set of simple roots is
called the basis of Φ relative to the given order.

0.27 Proposition. A subset Π ⊂ Φ is a basis for some order if and only if
Π is a basis of V and every element of Φ is a linear combination of elements

of Π with integral coefficients which all have the same sign.

Proof: See [Bbk, VI, 1.6 theorem 3 and 1.7 corollary 3 of proposition 20].

It follows that to be given a basis of Φ and to be given the set Φ+ are

equivalent.

0.28 Proposition. Let Π be a basis of Φ; then

<{sα}α∈Π; sα
2 = 1, (sαsβ)

mα,β = 1>

is a presentation of the Weyl group of Φ, where mα,β is the order (which is

finite) of the product sαsβ.

Proof: See [Bbk, VI, 1.5 theorem 2].



14 Chapter 0

This gives a presentation of W as a Coxeter group (a group with a set of
generators S having a presentation like 0.28). In a Coxeter group W , the

length l(w) of w ∈W is the minimum number of generators in an expression
of the element (such a minimal expression is called reduced). The length l

is relative to the generating set S, i.e., in the Weyl group of a root system it
depends on the choice of a basis Π; it can actually be expressed in another

way, namely:

0.29 Proposition. The length of w ∈W is equal to the number of roots in

Φ+ which are sent to Φ− under the action of w.

Proof: See [Bbk, VI, 1.6 corollary 2 of proposition 17].

One of the basic properties of Coxeter groups is the “exchange lemma”:

0.30 Lemma. Let W be a Coxeter group, let w ∈ W and s be a generator
such that l(ws) < l(w) + 1. Let w = s1s2 . . . sl(w) be a reduced expression

for w; then there exists i ∈ {1, . . . , l(w)} such that ws = s1 . . . ŝi . . . sl(w) (a
product from which the term si has been omitted).

Proof: See [Bbk, IV, 1.5 proposition 4].

Exercise. Prove this result for the Weyl group of a root system using just
the characterization of the length given by 0.29.

In the following theorem, which describes the key facts for the study of the
structure of reductive groups, G is a connected reductive group and T a

maximal torus of G.

0.31 Theorem.

(i) Non-trivial minimal closed unipotent subgroups of G normalized by T

are isomorphic to Ga; the conjugation action of T is mapped by this

isomorphism to an action of T on Ga of the form x 7→ α(t)x, where

α ∈ X(T).
(ii) The elements α ∈ X(T) thus obtained are all distinct and non-zero

and are finite in number. They form a (reduced) root system Φ in the
subspace of X(T)⊗R that they generate (they are called the roots of

G relative to T). The group W (T) = NG(T)/T is isomorphic to the
Weyl group of Φ.

(iii) The group G is generated by T and {Uα}α∈Φ where Uα is the unipotent
subgroup corresponding to α by (i) and (ii).

(iv) If α 6= −β then the set of commutators [Uα,Uβ] is contained in
∏

γ Uγ

where γ runs over the set, taken in any order, of roots of the form aα+bβ

with a and b positive integers.
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(v) The Borel subgroups containing T correspond one-to-one to bases of
Φ; if Φ+ is the set of positive roots corresponding to such a basis, the

corresponding Borel subgroup is equal to T
∏

α∈Φ+ Uα for any order on
Φ+.

Proof: Roots are usually introduced using the Lie algebra of G. A group-
theoretic approach is possible using (i). We just note here that by 0.33 below

(which is proved in [Hu] with the Lie algebra definition of the roots) (i) is
equivalent to other definitions in the literature. It follows then from, e.g.,

[Sp, 9.3.6 (see also 9.3.9 (i))] that (i)–(iii) hold. For (iv) see [Sp, 10.1.4] and
for (v) see [Sp, 10.1.1 and 10.1.5].

We will sometimes write W for W (T) when there is no ambiguity for T. This

group is called the Weyl group of G with respect to T. Let us note that by
0.12 (iii) the group W (T) and Φ do not depend on T up to isomorphism.

The next proposition is used in the proof of 0.31.

0.32 Proposition.
(i) The unipotent radical of an algebraic group G, is equal to the unipotent

radical of the intersection of the Borel subgroups containing a given

maximal torus.
(ii) In a connected reductive group, the centralizer of any torus is reductive

(and connected by 0.11(iii)).
(iii) In a connected reductive group, every maximal torus is equal to its cen-

tralizer.

Proof: See [Sp, 9.3.4 and 9.3.5].

Until the end of this chapter the notation is as in 0.31.

0.33 Proposition. Every closed unipotent subgroup V of G normalized by
T is connected and equal to the product

∏

Uα⊂V Uα for any order on the α’s.

Proof: From the remark following 0.11 the group V is in some Borel sub-
group; the result in that case can be found in [Hu, proposition 28.1].

0.34 Proposition. Every closed connected subgroup H of G normalized

by T is generated by (T ∩H)◦ and the Uα it contains.

Proof: see [BT, 3.4].

0.35 Proposition. The centre Z(G) is the intersection in T of the kernels

of the roots relative to T.
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Proof: By 0.32 we have Z(G) ⊂ CG(T) = T. An element of T central in
G must act trivially on all Uα, so be in the kernel of all the roots. Conversely,

since (see 0.31 (iii)) the Uα and T generate G, such an element centralizes
G.

0.36 Corollary. The centre of G/Z(G) is trivial.

Proof: The image in G/Z(G) of an element t ∈ T is central if and only if
the commutator of t with any element of G is in Z(G). But the commutator

of t with an element of Uα is in Uα, so it has to be 1 as Uα ∩ Z(G) = {1}.
So t is in the kernel of all the roots, which is Z(G) by 0.35.

0.37 Proposition. Let G be a connected reductive group. Then each of
the following properties is equivalent to G being semi-simple

(i) G is generated by the Uα.
(ii) G is equal to its derived group.

(iii) For any maximal torus T, the roots of G with respect to T generate
X(T)⊗ R.

Proof: For the fact that a semi-simple group satisfies (i)–(iii) see, e.g., [Sp,
9.4.1 and 9.4.2]. It is also shown there that in a reductive group G we have

Uα ⊂ G′. Thus a group satisfying (i) satisfies (ii); such a group is clearly
semi-simple by 0.19. Finally if (iii) holds then X(T)/<Φ> is finite where

<Φ> is the sublattice of X(T) spanned by Φ. Since X is exact and Φ is in

the kernel of the restriction map X(T)→ X(Z(G)◦) (see 0.35) it follows that
X(Z(G)◦) is finite (so trivial) and so R(G) = Z(G)◦ (see 0.18) is trivial.

0.38 Proposition. A connected semi-simple group G has finitely many

minimal non-trivial normal connected subgroups. Any two of them commute
and each of them has a finite intersection with the product of the others; the

product of all of them is equal to the whole of G.

Proof: See again [Sp, 9.4.1].

0.39 Definition. A connected reductive group which has no non-central

proper normal connected subgroup is called quasi-simple.

0.40 Proposition. A connected reductive group is the product of its derived
group by its radical.

Proof: It is equivalent to see that the composite morphism G′ →֒ G →
G/RG is surjective. But G′/(RG ∩ G′) = (G/RG)′ = G/RG, this last

equality by 0.37 (ii) since G/RG is semi-simple.
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The above product is almost direct (i.e., the intersection is finite) by 0.19.

0.41 Corollary. Every connected reductive group is the almost direct
product of its radical and of a finite number of quasi-simple groups.

Proof: This is just 0.38 and 0.40 put together.

We will use the following notation.

0.42 Notation. Suppose we are given two algebraic varieties X and Y, and

a right action on X and a left action on Y of the finite group G; we will
denote by X×G Y the quotient of X×Y by the diagonal (left) action of G

where g ∈ G acts by (g−1, g).

0.43 Proposition. A connected reductive group is quasi-simple if and only

if its root system is irreducible.

Proof: Using 0.31 (iv) it is easy to see that a decomposition of Φ into two

orthogonal root systems corresponds to a decomposition of G as a product
of two normal connected subgroups.

Conversely, we may assume that G = G1.G2, an almost direct product, i.e.,

G ≃ G1 ×Z G2 where Z = G1 ∩G2 is a finite central subgroup. Using that
isomorphism and the isomorphism G/Z ≃ G1/Z × G2/Z, it is easy to see

that maximal tori of G are of the form T1 ×Z T2 where T1 (resp. T2) is a
maximal torus of G1 (resp.G2), and that the roots of G relative to T are the

disjoint union of those of G1 relative to T1 and of those of G2 relative to T2,
whence the result.

We recall that irreducible root systems are classified in four infinite series An,

Bn, Cn, Dn and five “exceptional” systems E6, E7, E8, F4 and G2 (see [Bbk,

VI, 4.2, theorem 3]).

0.44 Proposition.
(i) For any α ∈ Φ, there exists a homomorphism SL2 → G whose image

is the group <Uα,U−α>, and such that the image of the subgroup of

matrices of the form
(

1 ∗
0 1

)

(resp.
(

1 0
∗ 1

)

) is Uα (resp. U−α). This

homomorphism is unique up to composition with conjugacy by an ele-

ment of the form
(

a 0
0 a−1

)

∈ SL2.

(ii) The one-parameter subgroup of T which sends x ∈ Gm to the image

of the matrix
(

x 0
0 x−1

)

by the above homomorphism is identified via

the pairing between Y (T) and X(T) with a linear form on X(T) whose

restriction to <Φ> is the coroot α̌.
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(iii) The element of W (T) (which we will denote again by sα) corresponding
by the isomorphism of 0.31 (ii) to the element sα in the Weyl group of Φ

is the image of
(

0 1
−1 0

)

by the above homomorphism and the quotient

by T.

Proof: See, e.g., [Sp, 11.2.1].

Note that this proposition implies that <Uα,U−α> is isomorphic to SL2 or

PGL2 (the root system of SL2 is of type A1). Note also that from (iii) above
for α ∈ Φ we have β ◦ ad sα = sα(β) where sα stands in the left-hand side for

the element of W (T) and in the right-hand side for the reflection in X(T)⊗R,

whence sαUβsα
−1 = Usα(β).

0.45 Theorem (classification). The datum (X(T), Y (T),Φ, Φ̌) charac-
terizes G up to isomorphism (it is called the root datum of G); and each

possible root datum is the root datum of some reductive group.

Proof: See [Sp, 11.4.3 and 12.1] or [Hu, 32.1].



1. THE BRUHAT DECOMPOSITION; PARABOLIC
SUBGROUPS.

In this chapter we review properties of reductive groups related to the ex-
istence of a (B,N)-pair. For an abstract group, having a (B,N)-pair is a

very strong condition; many of the theorems we will give for reductive groups
follow from this single property.

1.1 Definition. A (B,N)-pair in a group G is a system (B,N, S) which

consists of two subgroups B and N such that B ∩ N is normal in N , and
of a set S of involutions of the quotient group W = N/(B ∩ N) having the

following properties:
(i) The set B ∪N generates G.

(ii) The set S generates W .
(iii) For any s∈S and w∈W we have sBw ⊂ BwB ∪BswB.

(iv) For any s∈S we have sBs 6⊂ B.

The group W is called the Weyl group of the (B,N)-pair. The elementary

properties of (B,N)-pairs can be found in [Bbk, IV, §2]. It is shown there
that W is a Coxeter group with set of generators S and that (iii) can be

refined to

(iii′) BsBwB =

{

BswB if l(sw) = l(w) + 1,
BwB ∪BswB if l(sw) = l(w)− 1.

In what follows we will often write elements of W (instead of representatives
of them in N) in expressions representing subsets of G when these expressions

do not depend upon the chosen representative.

1.2 Theorem. In a connected reductive group G we get a (B,N)-pair by

taking for B some Borel subgroup B, for N the normalizer NG(T) of some

maximal torus T of B, and for S the set of sα, as in 0.44 (iii), where α runs
over the basis of Φ corresponding to B (see 0.31 (v)).

Proof: First we prove that B ∩ NG(T) = T, which amounts to proving
that Ru(B) ∩NG(T) = {1}. Suppose that v ∈ Ru(B) ∩NG(T); then for any

t ∈ T, we have [v, t] ∈ Ru(B) ∩ T so, since this last group is trivial, we get
v ∈ CG(T) = T (the latter equality by 0.32 (iii)) so v ∈ Ru(B) ∩T = {1}.

According to 0.31 G is generated by T and the corresponding subgroups

Uα; according to 0.44 (i) the element sα conjugates Uα to U−α. Thus G is
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generated by T, NG(T) and the Uα for α > 0, i.e., by B and NG(T), whence
axiom (i) of (B,N)-pairs; proposition 0.28 gives (ii). We also get (iv) since

if α is positive, U−α = sαUαsα ⊂ sαBsα is not in B (as B contains only the
subgroups Uα for positive α).

We show now (iii). We have B = T(
∏

β∈Φ+−{α} Uβ)Uα whence sαBw =

T(
∏

β∈Φ+−{α} Uβ)sαUαw ⊂ BsαUαw (since for α ∈ Φ and w ∈ W we have
wUαw

−1 = Uw(α) (see remarks after 0.44), and since sα(β) is positive for

β ∈ Φ+ − {α} (see 0.29)). If w−1(α) > 0 we get sαUαw = sαwUw−1(α) ⊂
swB, whence the result in that case. Otherwise a computation in SL2 shows

that sαUαsα ⊂ BsαUα ∪TUα whence BsαUαw ⊂ BsαUαsαw ∪BUαsαw =
BwUw−1(−α) ∪ Bsαw whence the result (since in that case w−1(−α) > 0 so

Uw−1(−α) ⊂ B).

1.3 Remark. When the base field k is the algebraic closure of a finite field

Fq and G, B and T are defined over Fq, it can be shown (see [BT]) that the
groups of points over Fq of B and of NG(T) form a (B,N)-pair in the group

of points over Fq of G, where the corresponding Weyl group is the subgroup
of elements of W (T) fixed under the action of the Frobenius endomorphism

(see 3.15 (vi) below).

1.4 Proposition (Bruhat decomposition). Let G be a group with a
(B,N)-pair. Then G =

∐

W BwB where W is the Weyl group of the (B,N)-

pair.

Proof: As B and N generate G, every element of G has a decomposition
of the form b1n1b2n2 . . . with ni ∈ N and bi ∈ B. Using property (iii) in

the definition of (B,N)-pairs, this product may be transformed to bwb′ with
b, b′ ∈ B and w ∈ W . It remains to show that the double cosets BwB and

Bw′B are disjoint if w 6= w′ (as they are cosets, they are either disjoint

or equal). We will do this by induction on the length l(w), assumed to be
less than or equal to l(w′). Assume that BwB = Bw′B; if l(w) = 0, i.e.,

w = 1, then w′ ∈ B so is equal to 1 ∈ W = N/(B ∩ N); if l(w) > 0
then there exists s ∈ S such that l(sw) < l(w), and by 1.1 (iii′) we have

BsB ∪ BswB = BsBwB = BsBw′B ⊂ Bsw′B ∪ Bw′B. The induction
hypothesis applied to sw shows that BswB is disjoint from Bw′B unless

sw = w′, which is impossible since l(sw) < l(w) ≤ l(w′). So we must have
BswB = Bsw′B, which implies by the induction hypothesis that sw = sw′,

whence the result.

1.5 Corollary. In a reductive group, the intersection of two Borel sub-



The Bruhat decomposition; parabolic subgroups. 21

groups always contains a maximal torus, and the two Borel subgroups are
conjugate by an element of the normalizer of that torus.

Proof: Let B and B′ be two Borel subgroups of G, and let T be a maximal
torus of B. Let us write B′ = gB for some g ∈ G; applying the Bruhat

decomposition with respect to the (B,N)-pair (B, NG(T)) to g we get g =
bnb1, with b, b1 ∈ B and n ∈ NG(T). So B′ = bnB, and the torus gb−1

1 T = bT

is in B′ ∩B. Furthermore B′ = bnb−1
B and bnb−1 ∈ NG(bT).

1.6 Proposition. Let G be a group with a (B,N)-pair; the subgroups of
G which contain B are the PJ = BWJB for some J ⊂ S, where WJ is the

(Coxeter) subgroup of W generated by J .

Proof: See, e.g., [Bbk, IV, 2.5 theorem 3] (the fact that BWJB is a group
follows from 1.1 (iii)).

A subgroup of a Coxeter group of the formWJ for J ⊂ S is called a parabolic

subgroup of W .

Let G be a connected reductive group, T a maximal torus of G, and B = U⋊

T the corresponding semi-direct product decomposition of a Borel subgroup

containing T. We put Uw =
∏

{α>0|w(α)<0} Uα; it is a subgroup of U by 0.31
(iv). The next proposition is a refinement of the Bruhat decomposition for

G which gives a unique product decomposition of double B-cosets.

1.7 Proposition. Every element of G has a unique decomposition of the
form unv with u ∈ U, n ∈ NG(T), and v ∈ Uw, where w denotes the image

of n in W .

Proof: By 1.4 any element has a decomposition of the form unu′ with u, u′ ∈
U and n ∈ NG(T). We may decompose u′ by decomposing U as U =
(U ∩ w−1

U)Uw (which holds since U ∩ w−1
U =

∏

{α>0|w(α)>0} Uα). If u′ = v′v

in this decomposition, we get unu′ = u.nv′nv, and u.nv′ ∈ U. To show the
uniqueness of this decomposition we have to show that an element unv as in

the statement is in NG(T) only if u = v = 1. Suppose unv = n′ ∈ NG(T);

then, by 1.4, n and n′ have the same image w in W , so n′ = tn for some
t ∈ T. We get nv = u−1t ∈ B∩ nUw; but by definition of Uw this intersection

is trivial, whence the result.

Parabolic subgroups; Levi subgroups.

1.8 Definition. A closed subgroup of a connected algebraic group G which

contains a Borel subgroup is called a parabolic subgroup.
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1.9 Proposition. If G is reductive and connected, T is a maximal torus of
G and B a Borel subgroup containing T, then every parabolic subgroup is

conjugate to a unique PJ = BWJB (see 1.6).

Proof: The uniqueness is 0.12 (ii). The other assertions follow from 1.6 and

the fact that all Borel subgroups of G are conjugate.

Thus G-conjugacy classes of parabolic subgroups are parametrized by the
subsets of the basis of Φ.

In the remainder of this chapter G will denote a connected reductive algebraic

group. Let T be a maximal torus of G, and B = U ⋊ T be a Borel subgroup

which contains T; let Φ be the set of roots of G relative to T and Π the basis
of Φ corresponding to B. For I ⊂ Π let ΦI be the set of roots which are in

the subspace of X(T) ⊗ R generated by I. It is easy to check that ΦI is a
root system in that subspace, and that I is a basis of ΦI .

1.10 Lemma. For α, β ∈ Φ+ let m and n be positive integers such that
mα + nβ is a root; then mα + nβ ∈ ΦI if and only if α, β ∈ ΦI .

Proof: The lemma immediately follows from the remark that every root of
Π which occurs in the decomposition of α or β as a combination with positive

coefficients of roots of Π also occurs in the decomposition of mα + nβ.

As above, we will denote by PI the parabolic subgroup BWIB.

1.11 Proposition. The unipotent radical of PI is VI =
∏

α∈Φ+−ΦI
Uα.

Proof: It is clear by 0.31 (iv) and the lemma that VI is a group, normalized

by all Uα with α ∈ Φ+. It is also normalized by T; so to show that it is
normalized by PI it is enough to show that it is normalized by WI . Since any

element of WI is a product of sα with α ∈ I and sαUβ = Usα(β), we just have

to show that if β ∈ Φ+−ΦI and α ∈ I then sα(β) ∈ Φ+−ΦI . Since l(sα) = 1
the only positive root sent to a negative root by sα is α, so sα(β) is positive,

and it cannot be in ΦI since sα(ΦI) = ΦI .

The unipotent radical of an algebraic group is in all Borel subgroups (see
0.32 (i)) so Ru(PI) ⊂ U, and, as it is normalized by T, it is a product of

the Uα it contains. Since VI is normal in PI it is in Ru(PI), so Ru(PI) is
of the form

∏

α∈Ψ Uα where Φ+ − ΦI ⊂ Ψ ⊂ Φ+. To finish the proof, let us

show that if α ∈ ΦI then Uα cannot be in Ru(PI): otherwise, since sα ∈ WI ,
the group U−α = sαUα would also be in Ru(PI), but this is impossible since

<Uα,U−α> contains semi-simple elements (as a simple computation in SL2
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shows; see 0.44).

We will now show that the reductive quotient of PI can be lifted back. To
do that, and more generally to study reductive subgroups of G of maximal

rank (the rank of an algebraic group is the dimension of its maximal tori),
we need the following definition.

1.12 Definition.
(i) A subset Ψ ⊂ Φ is called quasi-closed if the group G∗

Ψ = <Uα|α ∈ Ψ>

does not contain any Uγ where γ is a root not in Ψ.
(ii) A subset Ψ of a root system is said to be closed if whenever α, β ∈ Ψ,

and n and m are positive integers such that nα + mβ is a root, then

nα +mβ ∈ Ψ.

1.13 Proposition. A closed subset of Φ is quasi-closed.

Proof: See [BT, 3.4].

Conversely any quasi-closed subset of Φ is closed apart from some exceptions
in characteristics 2 and 3 (see [BT, 3.8]).

A quasi-closed and symmetric subset is a root system in the subspace it

generates. This is for instance a corollary of the following proposition.

1.14 Proposition. The closed and connected subgroups of G which contain
T are the GΨ = <T,Uα | α ∈ Ψ>, where Ψ is a quasi-closed subset of Φ.

Furthermore, if Uα ⊂ GΨ then α ∈ Ψ. The group GΨ is reductive if and only
if Ψ is symmetric.

Proof: By 0.34 such a subgroup is generated by T and the Uα it contains.
The subset Ψ ⊂ Φ of those Uα is quasi-closed by definition. If GΨ is reductive,

as the root system of a reductive group, Ψ is symmetric. Conversely, if Ψ is

a quasi-closed subset of the root system Φ of G, the group GΨ is closed and
connected by 0.2; let us show that it is reductive if Ψ is symmetric.

Let V be its unipotent radical; since it is normal in GΨ it is generated by

the Uα it contains (see 0.33). As the quotient GΨ/G
∗
Ψ is a torus (a quotient

of T), every Uα ⊂ V is in G∗
Ψ, and, as Ψ is quasi-closed, the root α is in Ψ.

We finish the proof as in 1.11: if Uα ⊂ V and α ∈ Ψ, as Ψ is symmetric,
we have U−α ∈ GΨ, whence, because V is normal, we get [Uα,U−α] ⊂ V

which is impossible since this group contains semi-simple elements. The last
part of the proposition comes from the definition of a quasi-closed set and

the remark that any Uα ⊂ GΨ is in G∗
Ψ.
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1.15 Proposition. The group LI = GΦI
is reductive, the set ΦI is the set

of roots of LI relative to T, and there is a semi-direct product decomposition

PI = Ru(PI) ⋊ LI .

Proof: Let us write U = UIVI where UI =
∏

α∈Φ+
I
Uα (see 0.33). Since

VI is normal in PI and PI = BWIB we have PI = UITWIUIVI ⊂ LIVI

(TWI ⊂ LI since if α ∈ ΦI then sα has a representative in <Uα,U−α> ⊂ LI).

Furthermore, as by definition the set ΦI is closed, from 1.14 LI is reductive
and contains only those Uα for which α ∈ ΦI , so LI ∩VI = 1 and we have

PI = VI ⋊ LI .

1.16 Definition. An algebraic group P is said to have a Levi decompo-

sition if there is a closed subgroup L ⊂ P such that P = Ru(P) ⋊ L. The
group L is called a Levi subgroup of P (or a Levi complement).

We have just seen that a parabolic subgroup has a Levi decomposition.

1.17 Proposition. Let P be a parabolic subgroup of G, and T be a maxi-

mal torus of P. There exists a unique Levi subgroup of P containing T.

Proof: Let B be a Borel subgroup of P which contains T; by 1.6 P is a
PI , and the above proposition shows the existence of a Levi subgroup (the

subgroup LI) containing T.

Conversely, a Levi subgroup L ⊂ PI containing T is generated by T and the
Uα it contains. If α ∈ Φ+ − ΦI , then Uα ⊂ Ru(PI) so is not in L. As the

only α such that Uα ⊂ PI are the roots in ΦI ∪ Φ+, we get that L is in LI ,
so must be equal to it.

1.18 Corollary. Two Levi subgroups of a parabolic subgroup P are con-

jugate by a unique element of Ru(P).

Proof: Let L and L′ be two Levi subgroups of P. Let T (resp. T′) be a
maximal torus of L (resp. L′). As maximal tori of P, the groups T and T′

are conjugate by an element of P which may be written as vl with v ∈ Ru(P)
and l ∈ L. By 1.17 vl also conjugates L to L′ so vlL = vL = L′. It remains to

show the uniqueness of v, which amounts to showing that NG(L)∩Ru(P) = 1.
Suppose that v ∈ Ru(P) ∩ NG(L); then, for any l ∈ L, we have [v, l] ∈
Ru(P) ∩ L so, since this last group is trivial by 1.15, we get v ∈ CG(L). But
CG(L) = Z(L) (since, e.g., by 0.32 (iii) we have CG(L) ⊂ L) so v must be

equal to 1 (compare with the beginning of the proof of 1.2).

1.19 Proposition. Let L be a Levi subgroup of a parabolic subgroup P.
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Then R(P) = Ru(P) ⋊R(L).

Proof: The quotient P/R(L)Ru(P) is isomorphic to L/R(L), so is semi-

simple. So R(P) ⊂ R(L)Ru(P). But R(L)Ru(P) is connected, solvable
and normal in P as the inverse image of a normal subgroup of the quotient

P/Ru(P) ≃ L, whence the reverse inclusion.

We will now characterize parabolic subgroups in terms of roots.

1.20 Proposition.

(i) A closed subgroup P of G which contains T is parabolic if and only if
for any root α ∈ Φ, either Uα ⊂ P or U−α ⊂ P.

(ii) A subset Ψ ⊂ Φ is the set of α such that Uα is in a given parabolic
subgroup if and only if there exists a vector x of X(T) ⊗ R such that

Ψ = {α ∈ Φ | 〈α, x 〉 ≥ 0 }. The set of roots relative to T of the Levi
subgroup containing T of that parabolic subgroup is {α ∈ Φ | 〈α, x 〉 =
0 }.

Proof: We have seen that (i) holds for a parabolic subgroup (see, e.g., 1.11
and 1.15). Conversely, let P be such that for any α either Uα or U−α is in P.

To show that P is a parabolic subgroup it is enough to show that it contains
a Borel subgroup of G. Let B′ be a Borel subgroup of P and B be a Borel

subgroup of G containing B′; we will show that B = B′. Let α be a positive
root for the order on Φ defined by B. We show that Uα ⊂ B′. Suppose

first that Uα ⊂ P; then <Uα,B
′> is a subgroup of B ∩ P so is equal to

B′, whence the result. Otherwise U−α ⊂ P. We proceed by contradiction; if

Uα 6⊂ B′ then Uα 6⊂ Ru(P) so Uα maps isomorphically to a root subgroup,
relative to the image of T, of the reductive group P/Ru(P). Then −α is also

a root of this group. Let n be a representative in P of the reflection s−α in
the Weyl group of P/Ru(P); the element n conjugates T to another torus of

the group T.Ru(P), so, as all maximal tori in this group are conjugate, n can

be changed to another representative n′ which normalizes T. We note then
that on n′U−α the group T acts by s−α(−α) = α which contradicts Uα 6⊂ P.

We show now (ii). A set of the form Ψ = {α ∈ Φ | 〈α, x 〉 ≥ 0 } is clearly

closed, so is the set of Uα in the group GΨ; and this group is parabolic as Ψ
obviously satisfies the condition in (i). By conjugating GΨ to some PI , we

see that its Levi subgroup containing T also contains the Uα for which both
α and −α are in Ψ, which is the set {α ∈ Φ | 〈α, x 〉 = 0 }.

Conversely, we may assume, by conjugating if necessary by W (T), that the

parabolic subgroup we consider is PI, so Ψ = Φ+ ∪ ΦI . Take any x such
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that 〈 x, α 〉 = 0 if α ∈ ΦI and 〈 x, α 〉 > 0 if α ∈ Ψ − ΦI . Such an x exists:
the projection of Φ+ on Φ⊥

I lies in a half-space, and we may take x in this

half-space, orthogonal to the hyperplane which delimits it. It is clear that by
construction x has the required properties.

We now give an important property of Levi subgroups.

1.21 Proposition. Let L be a Levi subgroup of a parabolic subgroup of G;
then L = CG(Z(L)◦).

Proof: We may assume we are in the above situation with L = LI . Then
by 0.35 the group Z(L) is the intersection of the kernels of the roots in

ΦI . The group CG(Z(L)◦) is connected as it is the centralizer of a torus
(see 0.6 and 0.11 (iii)) and it is generated by T and the Uα it contains

(see 0.34; it is normalized by T because it contains T); the Uα it contains

are such that α is trivial on (
⋂

α∈ΦI
kerα)◦. Since the identity component

above is of finite index, this implies that some multiple nα of α is trivial

on
⋂

α∈ΦI
kerα. With the notation of 0.23, this can be rewritten as nα ∈

(<ΦI>
⊥)⊥. But (<ΦI>

⊥)⊥/<ΦI> is a torsion group (see 0.24). This implies

that α ∈ <ΦI> ⊗ Q, which in turn yields α ∈ ΦI by the definition of ΦI .
This proves that CG(Z(L)◦) ⊂ L. The reverse inclusion is obvious.

The next proposition is a kind of converse.

1.22 Proposition. For any torus S, the group CG(S) is a Levi subgroup of
some parabolic subgroup of G.

Proof: Let T be a maximal torus containing S. As the group CG(S) is

connected by 0.11 (iii) and contains T, by 0.34 we have CG(S) = <T,Uα |
Uα ⊂ CG(S)>. As S acts by α on Uα (see 0.31 (i)), we have

Uα ⊂ CG(S)⇔ α|S = 0,

where 0 is the trivial element of X(S). Let us choose a total order on X(S)

(i.e., a structure of ordered Z-module). As X(S) is a quotient of X(T) (see
0.21) there exists a total order on X(T) compatible with the chosen order

on X(S), i.e., such that for x ∈ X(T) we have x ≥ 0 ⇒ x|S ≥ 0. This
implies that the set Ψ = {α ∈ Φ | α > 0 or α|S = 0} is also equal to

{α ∈ Φ | α|S ≥ 0}. This last definition implies that Ψ is closed, so (see 1.13
and 1.14) Ψ is also the set of α such that Uα ⊂ GΨ. It follows then from 1.20

that GΨ is a parabolic subgroup, of which CG(S) is a Levi complement.

References
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For further elementary properties of (B,N)-pairs, see chapter IV of [Bbk].
For additional properties of closed and quasi-closed subsets of a root system,

see [BT].



2. INTERSECTIONS OF PARABOLIC SUBGROUPS,
REDUCTIVE SUBGROUPS OF MAXIMAL RANK,
CENTRALIZERS OF SEMI-SIMPLE ELEMENTS

We first study the intersection of two parabolic subgroups. First note that by

1.5 the intersection of two parabolic subgroups always contains some maximal
torus of G.

2.1 Proposition. Let P and Q be two parabolic subgroups of G whose

unipotent radicals are respectively U and V, and let L and M be Levi sub-
groups of P and Q respectively containing the same maximal torus of G;

then:

(i) The group (P∩Q).U is a parabolic subgroup of G included in P; it has
the same intersection as Q with L, and it has L∩M as a Levi subgroup.

(ii) The group P ∩Q is connected.
(iii) The group P ∩Q has the following product decomposition:

P ∩Q = (L ∩M).(L ∩V).(M ∩U).(U ∩V),

which is a product of varieties; in particular the decomposition of an

element of P ∩Q as a product of four terms is unique.

Proof: Let T be a maximal torus of L ∩M, and α be a root of G relative
to T. By 1.20 (i) to prove the first part of (i) it is enough to show that either

Uα or U−α is in (P ∩ Q).U. If neither Uα nor U−α is in U, then they are

both in L. As one of them is in Q, it is in L ∩Q, so in (P ∩Q).U.

We now prove (ii). By 0.12 (i) (P ∩ Q).U is connected so ((P ∩ Q).U)/U
which equals (P ∩Q)/(U ∩Q) is also connected. As U ∩Q is connected by

0.33, so is in (P ∩Q)◦, this implies that P ∩Q is connected.

Let us prove (iii). By (ii) and 0.34, we have

P ∩Q = <T,Uα | Uα ⊂ P ∩Q>.

Let α be a root from the set above. From what we know about parabolic
subgroups, we are in one of the following cases:

• U−α is neither in P nor in Q. In that case Uα ⊂ U ∩V.
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• U−α is in P but not in Q (resp. in Q and not in P). In that case
Uα ⊂ L ∩V (resp. Uα ⊂M ∩U).

• U−α is in P ∩Q. In that case Uα ⊂ L ∩M.

We thus get

P ∩Q = <U ∩V,L ∩V,M ∩U,L ∩M>.

But U ∩V is normal in P ∩Q, and similarly L ∩M normalizes L ∩V and

M ∩U. Thus

P ∩Q = (L ∩M).<L ∩V,M ∩U>.(U ∩V).

Furthermore, the commutator of an element of L ∩ V with an element of

M ∩U is in U ∩V. So we get the above-stated decomposition

P ∩Q = (L ∩M).(L ∩V).(M ∩U).(U ∩V).

Suppose now that x = lMlVmUuV ∈ P ∩Q, where lM ∈ L ∩M, lV ∈ L ∩V,
etc. Then lMlV is the image of x by the morphism P→ L and lM (resp. mU)

is the image of lMlV (resp. mUuV) by the morphism Q→M. So the product
map

(L ∩M)× (L ∩V)× (M ∩U)× (U ∩V)→ P ∩Q

is an isomorphism of varieties. Note that since P ∩ Q is connected each of

the 4 terms in the above product is connected.

It remains to prove the second part of (i). From the above decomposition we
get (P∩Q).U = (L∩M).(L∩V).U, whence ((P∩Q).U)∩L = (L∩M).(L∩
V) = Q∩L. Now, as L∩M normalizes L∩V and U, we get that (L∩V).U
is a normal subgroup of (P ∩Q).U. But L ∩V is connected, unipotent and

normalizes U, thus the product (L ∩ V).U is unipotent and connected, so

in Ru((P ∩ Q).U). The group L ∩M is connected, normalized by T, and
so generated by T and the Uα it contains. The set of such α is closed and

symmetric as the intersection of two closed and symmetric sets, so by 1.14
this group is reductive, thus is a Levi complement of (P ∩Q).U.

2.2 Proposition. Let H be a closed reductive subgroup of G of maximal

rank. Then:
(i) The Borel subgroups of H are the B ∩H where B is a Borel subgroup

of G containing a maximal torus of H.
(ii) The parabolic subgroups of H are the P ∩ H, where P is a parabolic

subgroup of G containing a maximal torus of H.
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(iii) If P is a parabolic subgroup of G containing a maximal torus of H, the
Levi subgroups of P∩H are the L∩H where L is a Levi subgroup of P

containing a maximal torus of H.

Proof: Let T be a maximal torus of H; by assumption, it is also a maximal

torus of G. Let B be a Borel subgroup of G containing T, and let B = U.T be

the corresponding semi-direct product decomposition. The Borel subgroup B

defines an order on the root system Φ (resp. ΦH) of G (resp. H) with respect

to T. The group U∩H is normalized by T, so is connected and equal to the
product of the Uα it contains. It certainly contains those Uα such that α is

positive and in ΦH, so (U ∩H).T = B ∩H is a Borel subgroup of H. This
gives (i) since all Borel subgroups of H are conjugate under H.

Let us prove (ii). If P is a parabolic subgroup of G containing T, it contains

a Borel subgroup B containing T, so its intersection with H contains the
Borel subgroup B ∩H of H and thus is a parabolic subgroup. Conversely,

let Q be a parabolic subgroup of H containing T, and let x be a vector of
X(T)⊗R defining Q as in 1.20 (ii). Then x defines a parabolic subgroup P

of G. It remains to show that P ∩H = Q. The group P ∩H is a parabolic
subgroup of H by the first part. It is generated by T and the Uα it contains.

But Uα ⊂ P ∩H if and only if α ∈ ΦH and 〈α, x 〉 ≥ 0, i.e., if and only if

Uα ⊂ Q by definition of x.

Similarly, the Levi subgroup of Q containing T is the intersection of the Levi
subgroup of P containing T with H, as it is generated by T and the Uα with

α ∈ ΦH orthogonal to x, whence (iii).

In the final part of this chapter we study centralizers of semi-simple elements.

2.3 Proposition. Let s ∈ G be a semi-simple element, and let T be a
maximal torus containing s; then:

(i) The group CG(s) is generated by the Uα such that α(s) = 1, and the
elements n ∈ NG(T) such that ns = s.

(ii) The identity component CG(s)◦ is generated by T and the Uα such that
α(s) = 1. It is a connected reductive subgroup of G of maximal rank.

Proof: Let B = TU be the Levi decomposition of a Borel subgroup of

G which contains T and let g ∈ CG(s); by the Bruhat decomposition (see
1.7) the element g has a unique decomposition of the form g = unv with n ∈
NG(T), u ∈ U and v ∈ Uw where w is the image of n in W (T). As s ∈ T and
T normalizes U and Uw, this decomposition is invariant under conjugation by

s, so as sg = g we must have that each of u, n and v also centralizes s. Writing
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again unique decompositions of the form u =
∏

α>0 uα and v =
∏

α>0,wα<0 vα
(where uα, vα ∈ Uα), we find once more that s centralizes u and v only if it

centralizes all uα and vα. As s acts on Uα by α(s) (see 0.31), we must have
α(s) = 1 for any α such that uα 6= 1 or vα 6= 1, whence (i).

The group <T,Uα | α(s) = 1> is a connected and reductive subgroup of G

(of maximal rank) by 1.14, since the set of α such that α(s) = 1 is clearly
closed and symmetric. It is normal in CG(s) since if n ∈ NG(T) centralizes s

and has image w in W (T), then nUα = Uwα where wα(s) = α(n
−1
s) = α(s).

The quotient of CG(s) by this subgroup is finite since it is isomorphic to a

sub-quotient of W (T). So this subgroup is indeed the identity component of
CG(s).

We will often use for convenience the compact notation C◦
G for the connected

component of a centralizer.

2.4 Remark. The Weyl group W ◦(s) of C◦
G(s) is thus the group generated

by the reflections sα for which α(s) = 1. It is a normal subgroup of the

Weyl group of CG(s) which is W (s) = {w ∈ W (T) | ws = s }. The quotient
W (s)/W ◦(s) is isomorphic to the quotient CG(s)/C◦

G(s).

2.5 Proposition. If x = su is the Jordan decomposition of an element of

G, where s is semi-simple and u unipotent, then x ∈ C◦
G(s).

Proof: Let B be a Borel subgroup containing x, and T a maximal torus of
B containing s. Let B = U.T be the corresponding Levi decomposition of B

and write u =
∏

uα (with uα ∈ Uα where U =
∏

Uα). Then for any root α
such that uα 6= 1, we have α(s) = 1 which implies that Uα ⊂ C◦

G(s), whence

the result as s ∈ T ⊂ C◦
G(s).

2.6 Examples.

(i) In the groups GLn or SLn, centralizers of semi-simple elements are con-
nected. Indeed such an element is conjugate to a diagonal matrix of the

form s = diag(t1, . . . , tn) where we may assume in addition that equal ti
are grouped in consecutive blocks, thereby defining a partition π of n.

An easy computation then shows that the centralizer of s is the group
of block-diagonal matrices defined by the partition π. Such a subgroup

is easily seen to be connected; we will see in chapter 15 that it is a Levi
subgroup. Using the description of chapter 15, it may also be argued

that, if T is the torus consisting of diagonal matrices, then the elements
of W (T) (permutation matrices) which centralize s are products of gen-

erating reflections sα which centralize s, i.e., W (s) = W ◦(s) showing
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once again that the centralizer of s is connected.
(ii) We finish with an example of a semi-simple element whose centralizer is

not connected. Consider the centralizer in PGL2 of
(

1 0
0 −1

)

; in char-

acteristic different from 2, it has two connected components, consisting

respectively of the matrices of the form
(

a 0
0 b

)

and of the matrices of

the form
(

0 a
b 0

)

.
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3. RATIONALITY, THE FROBENIUS
ENDOMORPHISM, THE LANG-STEINBERG
THEOREM

We are interested in the groups of points over Fq of reductive algebraic groups

over Fq defined over Fq. In this chapter, we recall basic facts about Fq-
structures on algebraic varieties and we give the Lang-Steinberg theorem

along with some of its consequences.

3.1 Definition. An algebraic variety V over Fq is defined over Fq, or
endowed with an Fq-structure V◦, if there exists a variety V◦ over Fq such

that V = V◦⊗Fq Fq. The geometric Frobenius endomorphism F : V→
V associated to this Fq-structure is then defined as the endomorphism F◦⊗Id

where F◦ is the endomorphism of V◦ that raises the functions on V◦ to the
q-th power. The endomorphism Φ of V induced by the element λ 7→ λq of

Gal(Fq/Fq) is called the arithmetic Frobenius endomorphism.

We now explain the above definition in terms of rings of functions in the case

of an affine or projective variety.

Recall that an affine (resp. projective) variety over a field K is defined by a
finitely generated K-algebra (resp. graded reduced K-algebra generated by

its elements of degree one). A closed subvariety is defined by an ideal (resp. a
homogeneous ideal). If the variety V is affine or projective, it is defined over

Fq if and only if the corresponding Fq-algebra can be written as A = A◦⊗Fq Fq
where A◦ is a finitely generated Fq-algebra. We say that A◦ is an Fq-structure

on A (or on V). The Frobenius endomorphism F : V→ V associated to this
Fq-structure is then defined by the endomorphism of A = A◦ ⊗Fq Fq given by

a ⊗ λ 7→ aq ⊗ λ (in a coordinate system for the variety, the Frobenius mor-

phism raises each coordinate to the q-th power). The arithmetic Frobenius
endomorphism Φ maps a⊗λ to a⊗λq. The composite map F ◦Φ raises each

element of A to the q-th power, so is the identity on points of V over Fq.

3.2 Example. Take for V the affine line over Fq: it is the affine variety
defined by the Fq-algebra Fq[T ]. The affine line V◦ on Fq (defined by the Fq-

algebra Fq[T ]) is an Fq-structure on V as we have Fq[T ] = Fq[T ]⊗Fq Fq. The
geometric Frobenius endomorphism maps a polynomial P (T ) to P (T q), while

the arithmetic Frobenius morphism maps P (T ) =
∑

i aiT
i to

∑

i a
q
iT

i. So F ◦Φ
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maps P (T ) to P (T )q. A point of V over Fq corresponds to an element a ∈ Fq:
it is defined by the kernel of the morphism P 7→ P (a) : Fq[T ]→ Fq; the image

of this point by F ◦ Φ is the point defined by the kernel of P 7→ P (a)q which
is the same, so F ◦ Φ is the identity on points over Fq.

Note that whereas F is a morphism of Fq-varieties, the arithmetic Frobenius
endomorphism is only a morphism of Fq-varieties. We shall often forget the

word “geometric” and call F the Frobenius endomorphism. A morphism
(resp. subvariety, etc.) is said to be rational, or defined over Fq if it is stable

under the action of the Frobenius endomorphism. The following proposition
gives basic results about Fq-structures on affine or projective varieties.

3.3 Proposition. Let V be an affine or projective variety over Fq and let

A be its algebra.
(i) Let F be a surjective morphism of Fq-algebras from A to Aq; then F

is the Frobenius endomorphism associated to an Fq-structure over V

if and only if for any x∈A there exists a positive integer n such that

F n(x) = xq
n
.

In the next two items, we assume that V has an Fq-structure A◦ and that F

is the associated Frobenius endomorphism.
(ii) We have A◦ = { x ∈ A | F (x) = xq }.
(iii) A closed subvariety of V is F -stable if and only if its ideal is of the form

I◦ ⊗ Fq where I◦ is an ideal of A◦. In this case the subvariety is defined
over Fq as a variety and its Frobenius endomorphism is the restriction

of F .

Proof: First we recall the following result.

3.4 Proposition. Let L be a finite Galois extension of a field K, and let

V be an L-vector space; we assume that there exists a K-linear action of the
group Gal(L/K) on V such that σ(λv) = σ(λ)σ(v) for any σ ∈ Gal(L/K),

λ∈L and v∈V . Then the K-subspace V ◦ of V consisting of the fixed points
under Gal(L/K) defines a K-structure on V , i.e., we have V = V ◦ ⊗K L.

Proof: See Bourbaki Algèbre chap. 5, 10.4, proposition 7.

This proposition is helpful because of the following corollary.

3.5 Corollary. Let V be an Fq-vector space and let Φ be an Fq-linear
endomorphism of V such that Φ(λv) = λqΦ(v) for any v∈V and λ ∈ Fq;

assume that for each x∈V there exists an integer n > 0 such that Φn(x) = x.
Then V = V Φ ⊗Fq Fq and in this decomposition Φ(a⊗ λ) = a⊗ λq.

Note that, if V is the algebra of an Fq-variety, the conclusion of the corollary
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is that V Φ is an Fq-structure on V and that Φ is the associated arithmetic
Frobenius endomorphism.

Proof: Let x∈V , let n > 0 be such that Φn(x) = x and let Vx be the Fqn-
subspace of V generated by x,Φ(x), . . . ,Φn−1(x). We see that Φn acts trivially

on Vx, so, by 3.4 applied with L = Fqn and K = Fq, we get Vx = V Φ
x ⊗Fq Fqn ,

so that x ∈ V Φ
x ⊗Fq Fqn , and in particular x ∈ V Φ ⊗Fq Fq. Moreover, for any

a ∈ V Φ and λ ∈ Fq we have

Φ(a⊗ λ) = λqΦ(a) = λqa = a⊗ λq.

We can now prove proposition 3.3. First, we prove (i). If F is the Frobenius

endomorphism associated to an Fq-structure on V and if x =
∑

i xi⊗ λi with

xi ∈ A◦, λi ∈ Fq, then we have xq
n

=
∑

i x
qn

i ⊗ λ
qn

i whence xq
n

= F n(x) if n
is such that all λi are in Fqn .

Conversely, if for any x ∈ A we have xq
n

= F n(x) for some n, consider

the morphism Φ of Fq-algebras defined by Φ(x) = F−1(xq) (this is possible
because the assumption on F and the injectivity of x 7→ xq imply that F is

injective). Then Φ satisfies the assumptions of 3.5 (with V = A); so A◦ = AΦ

is an Fq-structure on V. The Frobenius endomorphism associated to this Fq-

structure is defined by a⊗λ 7→ aq⊗λ; but we have F (a⊗λ) = F (a)⊗λ = aq⊗
λ, the former equality because F is an algebra morphism, the latter because

we have Φ(x) = x if and only if F (x) = xq, so A◦ = { x ∈ A | F (x) = xq }.
Thus we see that F is the Frobenius endomorphism associated to the Fq-

structure AΦ, whence (i). We have also got (ii).

Note that our argument proves that giving an Fq-structure, a Frobenius endo-

morphism F and an arithmetic Frobenius endomorphism Φ are equivalent, the
correspondence between F and Φ being given by the formula Φ(x) = F−1(xq).

Let us prove (iii). If a closed subvariety is F -stable the ideal I of A by which

it is defined is F -stable. If I is F -stable F is surjective from I to Iq: indeed
for any y ∈ Iq there exists x ∈ A such that F (x) = y, and there exists

a positive integer n such that F n(x) = xq
n
; as F n(x) = F n−1(y), we have

xq
n
∈ I because I is F -stable, so x is in I as I is equal to its root. We now

notice that the proof of (i) and (ii) is valid for an ideal, as it does not use
the fact that A is unitary, so I is equal to I◦ ⊗Fq Fq with I◦ = I ∩ A◦. The

converse and the other properties are clear.
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Note that the property (iii) above shows that a closed rational subvariety is
defined over Fq as a variety. This result can be extended to any subvariety,

so that the terminology is consistent.

We now give a second list of basic results on Fq-structures dealing mostly with
Frobenius endomorphisms. We shall give the proofs only for affine varieties

or projective varieties, but they can be easily extended to quasi-projective
varieties. All the varieties that we shall consider in this book will be quasi-

projective.

3.6 Proposition. Let V be an algebraic variety over Fq endowed with an
Fq-structure with corresponding Frobenius endomorphism F .

(i) Let ϕ be an automorphism of V such that (ϕF )n = F n for some positive
integer n; then ϕF is the Frobenius endomorphism associated to some

Fq-structure over V.

(ii) If F ′ is another Frobenius endomorphism corresponding to an Fq-struc-
ture over V, there exists a positive integer n such that F n = F ′n.

(iii) F n is the Frobenius endomorphism associated to some Fqn-structure over
V.

(iv) Any closed subvariety of a variety defined over Fq is defined over a finite
extension of Fq. Any morphism from a variety defined over Fq to another

one is defined over a finite extension of Fq.
(v) The F -orbits in the set of points of V and the set VF of rational points

of V (also denoted by V(Fq)) are finite.

Proof: As before, we denote by A = A◦ ⊗Fq Fq the algebra of V. Let us
prove (i). As ϕ is bijective, the endomorphism ϕF is surjective on Aq. It is

also clear that it satisfies the second condition of 3.3 (i), whence the result.

As A is finitely generated, there exists a positive integer n such that F ′n(x) =

F n(x) = xq
n

for all x∈A, whence (ii).

We prove (iii). Since tensor products are associative we have

A = A◦ ⊗Fq Fqn ⊗Fqn Fq.

Let B◦ = A◦⊗Fq Fqn ; the endomorphism F n maps the element b⊗λ ofB⊗Fqn Fq
to bq

n
⊗ λ, so that B defines an Fqn-structure on V for which the Frobenius

endomorphism is F n, which is the desired result.

The ideal defining a closed subvariety is of finite type so, by 3.3 (i), by (iii)
above and by 3.3 (iii), we get the first assertion of (iv). The same kind of

argument applies to the second assertion.
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Let us prove (v). A point X of V is a morphism x : A→ Fq. If {a0, . . . , an}
is a set of generators for A◦, the point X is fixed by F n for any n such that all

x(ai) are in Fqn , so the orbit of X under F is finite. A rational point (over Fq)
corresponds to a morphism of the form x◦ ⊗ 1, i.e., to an algebra morphism

x◦ : A◦ → Fq. There are only a finite number of such morphisms, as there is
only a finite set of possible images for the ai.

3.7 Example. Let V ≃ An be an affine space of dimension n on Fq; then

|VF | = qn for any Fq-structure on V.

This fact will be proved as an immediate application of the properties of l-adic
cohomology (see 10.11 (ii)).

3.8 Exercise. Show that any Fq-structure on the affine line A1 is given by

a Frobenius endomorphism on Fq[T ] of the form T 7→ aT q with a ∈ Fq
×
.

An algebraic group over Fq is said to be defined over Fq if it has an Fq-
structure such that the Frobenius endomorphism is a group morphism. The

topic of this book is the study of finite groups arising as groups of rational

points of reductive groups over Fq defined over Fq. They are called finite

groups of Lie type.

Remark. For the sake of simplicity we exclude from this book Ree and
Suzuki groups. These groups arise as groups of fixed points in an algebraic

group under an endomorphism which is not a Frobenius endomorphism as
defined above, but whose square or is a Frobenius endomorphism. The clas-

sification theorem 3.17 below can be extended to such situations. Suzuki and

Ree groups arise from root systems of type B2, G2, or F4.

3.9 Example(s). Let us consider the group GLn over Fq. It is defined over

Fq as its algebra is Fq[Ti,j, det(Ti,j)
−1], which is isomorphic to

Fq[Ti,j, det(Ti,j)
−1]⊗ Fq.

Its points over Fq form the group GLn(Fq). The analogous statements are

clearly true for the special linear, the symplectic, the orthogonal, etc. groups
(see chapter 15 for more details). Any embedding of minimal dimension of an

algebraic group G into GLn as above defines a standard Frobenius endomor-
phism on G by restriction of the endomorphism of GLn defined by Tij 7→ T q

ij .

But there are other examples of rational structures on algebraic groups; for
instance the unitary group is GL

F ′

n where F ′ is the Frobenius endomorphism

defined by F ′(x) = F (tx−1), with F being the standard Frobenius endomor-

phism on GLn. We shall see (chapter 15) that F ′ is not standard.

The following theorem is of paramount importance in the theory of algebraic

groups over finite fields.
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3.10 The Lang-Steinberg theorem. Let G be a connected affine alge-
braic group and let F be a surjective endomorphism of G with a finite number

of fixed points; then the map L : g 7→ g−1.Fg from G to itself is surjective.

Outline of the proof (see [St1, 10]): First one proves that the dif-

ferential at 1 of such an endomorphism is a nilpotent map. From this one
deduces easily that the differential of L at 1 is surjective, which implies that

L is a dominant morphism of algebraic varieties, i.e., that its image contains
a dense open subset. Then one shows that for any x the map g 7→ g−1.x.Fg

also has a surjective differential at 1, so its image also contains a dense open
subset. By the connectedness (whence the irreducibility) of G, these two

dense open subsets must have a non-empty intersection; so there exists g and
h such that g−1.Fg = h−1.x.Fh, whence x = L(gh−1).

By 3.6 (v) and the remarks before 3.2, a Frobenius endomorphism satisfies

the assumptions of 3.10.

3.11 Definition. The map L of the above theorem will be called the Lang

map.

The following corollary shows the importance of the Lang-Steinberg theorem.

3.12 Corollary. Let V be an algebraic variety defined over Fq, and assume
that an algebraic connected group G defined over Fq acts on V by an action

defined over Fq. Then any F -stable G-orbit contains a rational point.

Proof: Let v be a point of an F -stable orbit, so that we have Fv = gv for

some element g ∈ G. By the Lang-Steinberg theorem the element g can be
written h−1Fh with h ∈ G. So

FhFv = hv, i.e., F(hv) = hv, and hv is an

F -fixed point in the orbit of v.

3.13 Corollary. If H is a closed connected rational subgroup of the alge-

braic group G (defined over Fq), then (G/H)F = GF/HF .

Proof: By the above corollary any rational left H-coset contains a rational

point. So the natural map GF/HF → (G/H)F is surjective. It is injective
since, if x, y ∈ GF are in the same H-coset, then x−1y is in HF .

3.14 Example. A trap. Let us consider the group PSLn over Fq, i.e., the

quotient group of SLn by its centre. This group is defined over Fq (for the
standard Frobenius endomorphism; see 3.9), but if n is not relatively prime to

q−1 the group PSL
F
n is not the quotient of SLn(Fq) by its centre (we know by

3.13 that this kind of phenomenon happens only in the case of a quotient by

a non-connected group). Indeed, the centre µn of SLn consists of the scalar
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matrices which are equal to an n-th root of unity times the identity. The
image in PSLn of x ∈ SLn is in PSL

F

n if and only if x.Fx−1 ∈ µn. If n is

relatively prime to q−1, the map z 7→ z.Fz−1 = z1−q is bijective from µn onto
µn and, as in the proof of 3.12, we deduce that x is equal to an element of SL

F

n

up to multiplication by an element of µn yielding PSL
F
n = SL

F
n /µ

F
n ; note that

for such an n the centre µFn of SL
F

n is the identity. For other values of n the

group PSL
F
n contains elements that are not in SL

F
n/µ

F
n ; this can be seen, e.g.,

by making SLn act by translation on SLn/µn and by applying the results of

3.21 below (whence a bijection from (SLn/µn)
F onto the set of F -conjugacy

classes of µn).

We give below other important (and easy to prove) consequences of 3.12.

3.15 Applications. Let G be an algebraic group defined over Fq.

(i) In G, there exist rational Borel subgroups and any two of them are

conjugate under GF .
(ii) In any rational Borel subgroup, there exists a rational maximal torus.

These two properties come from the fact that Borel subgroups (resp. maximal

tori in a Borel subgroup) are one orbit under the connected component G◦

of G (resp. under the Borel subgroup).

(iii) Any rational parabolic subgroup P has a rational Levi decomposition

and two rational Levi subgroups are conjugate by a rational element of
the unipotent radical of P (see 1.18).

Indeed two Levi subgroups are conjugate by an element v of the unipotent

radical of P. But, if L and vL are both rational, then the element v−1Fv
normalizes L and is in the unipotent radical of P, so is 1.

By (i), (ii), (iii) we see that rational maximal tori contained in rational Borel
subgroups are conjugate under GF .

(iv) Any rational conjugacy class of G contains a rational element.

(v) Let T be a rational maximal torus of G; the Frobenius endomorphism
F acts on the Weyl group W of T, and we have W F = NG(T)F/TF .

(vi) Let T and B ⊃ T be respectively a rational maximal torus and a rational
Borel subgroup of G; then G =

∐

w BwB, which gives, as B is connected,

the following “rational Bruhat decomposition” GF =
∐

w∈WF BFwBF (it
is the Bruhat decomposition associated to the (B,N)-pair of GF to which

we have already referred; see 1.3).
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3.16 Corollary. Let G be a connected algebraic group defined over Fq;
then any rational semi-simple element lies in a rational maximal torus of G.

Proof: Let s be a rational semi-simple element; as any semi-simple element
lies in a maximal torus of G (see 0.9 (i)), there is such a torus containing s,

and this torus is contained in the connected algebraic group C◦
G(s). As s is

central in its centralizer, it is in any maximal torus of C◦
G(s), and in particular

in the rational maximal tori which exist by 3.15 and are also rational maximal
tori of G.

If T is a torus defined over Fq, the algebra of the affine variety T is of the

form A(T) = A◦(T)⊗Fq Fq, and we have

X(T) = Hom(T,Gm) = Hom(Fq[T, T
−1], A◦(T)⊗Fq Fq).

The Galois group Gal(Fq/Fq) acts on the algebras of Gm and of T (the element
x 7→ xq acts on both algebras by the arithmetic Frobenius endomorphism).

This defines an action of Gal(Fq/Fq) on X(T). Let τ be the action on X(T)
of the element x 7→ xq of Gal(Fq/Fq). For α ∈ X(T) and t ∈ T the following

formula is easily checked, using the fact that the composition of the arithmetic
and the geometric Frobenius endomorphisms is the identity on points in Fq

(see the remarks after 3.1):

(τα)(Ft) = (α(t))q.

If T is a rational maximal torus of a reductive connected algebraic group
G, it is clear that τ permutes the root system of G relative to T. Similarly

the transpose automorphism τ ∗ of Y (T) permutes the coroots. With these

notations one can give the following classification theorem, analogous to 0.45.

3.17 Theorem. The datum (X(T), Y (T),Φ, Φ̌) together with the action of

τ on X(T) characterizes the pair (G, F ) up to isomorphism; and for any root
datum, any q and any automorphism τ of X(T) such that τ permutes the

roots and τ ∗ permutes the coroots, there exists a pair (G, F ) as above with
this datum.

Proof: See [Sp, 11.14.9].

In the above theorem τ induces an automorphism of the root system of G

relative to T. If T is in a rational Borel subgroup, this automorphism stabi-

lizes a basis of the root system. The list of non-trivial such automorphisms
of irreducible root systems is

2An,
2Dn,

3D4,
2E6
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(see [Bbk, VI, §4]), where the root systems are named as after 0.43, and a
left exponent denotes the order of the automorphism.

We give now some “finite group theoretic” results, in particular about char-

acterizations of semi-simple and unipotent elements.

3.18 Proposition. Let G be an algebraic group over Fq. Then the semi-

simple elements of G are the p′-elements of G and the unipotent elements
are the p-elements of G, if p is the characteristic of Fq.

Proof: This result is true in GLn, so is true in any linear algebraic group
(by definition a subgroup of some GLn).

3.19 Proposition.

(i) Let G be a connected algebraic group defined over Fq; then the Sylow
p-subgroups of GF are the groups UF where U runs over the set of the

unipotent radicals of the rational Borel subgroups of G.

(ii) If G is reductive, we have |GF | = q|Φ
+||TF |(

∑

w∈WF ql(w)) where T is a
rational maximal torus contained in a rational Borel subgroup B and

where Φ+ is the set of roots of G relative to T which are positive for the
order defined by B.

Proof: If G is not reductive we consider its quotient by its unipotent radical
which is a p-subgroup by 3.18. This is contained in the unipotent radical

of any Borel subgroup by 0.15 and is connected so that we have by 3.13
|GF | = |(G/Ru(G))F ||Ru(G)F |.

So we may assume that G is reductive. Let us first prove (ii). Let U be the

unipotent radical of B; the Bruhat decomposition, as stated in 1.7, implies

|GF/BF | =
∑

w∈WF

|UF
w|

(see definition of Uw below 1.6). As UF
w is, by 0.29, an affine space of dimen-

sion l(w), by 3.7 we have |UF
w| = ql(w), whence (ii), as we have, also by 3.7,

|BF | = |TF ||UF | and |UF | = q|Φ
+|.

Property (i) is then a consequence of the fact that

|GF/UF | = |TF |(
∑

w∈WF

ql(w))

is relatively prime to p, which is clear as T is a p′-group and
∑

w∈WF ql(w) ≡
1 (mod q). (It can be proved that NGF (UF ) = BF so that the integer
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∑

w∈WF ql(w) is actually equal to the number of p-Sylow subgroups of GF ; see,
e.g., [BT, 5.19].)

3.20 Corollary. Let G be a connected algebraic group defined over Fq;

any rational unipotent element of G lies in a rational Borel subgroup.

Proof: Any rational unipotent element is in a Sylow p-subgroup by 3.18, so

by 3.19 is in the unipotent radical of a rational Borel subgroup.

We now give another example of application of the Lang-Steinberg theorem,
which is a refinement of 3.12 and shows how the set of rational points of an

F -stable G-orbit splits into GF -orbits.

3.21 Proposition. Make the same assumptions as in 3.12; let O be an
F -stable orbit in V and let x be an element of OF (such an x exists by 3.12).

(i) Let g ∈ G; then gx ∈ OF if and only if g−1Fg ∈ StabG(x).
(ii) There is a well-defined map which sends the GF -orbit of gx ∈ OF to the

F -conjugacy class of the image of g−1Fg in StabG(x)/ StabG(x)◦ and it
is a bijection.

Proof: First recall that F -conjugation in a groupK means the action ofK
on itself defined for any k ∈ K by x 7→ kx(Fk)−1. Property (i) comes from an

easy computation. Before proving (ii), let us note that hx = gx if and only if

h and g differ by an element of StabG(x), and in this case the elements h−1Fh
and g−1Fg are F -conjugate in StabG(x). So we get a map from OF to the set

of F -conjugacy classes of StabG(x). But if h is in GF , the elements gx and
hgx have the same image g−1Fg = (hg)−1F(hg). So we get a map from the set

of GF -orbits in OF to the set of F -conjugacy classes in the group StabG(x).
Let us prove injectivity: if g−1Fg and h−1Fh are F -conjugate by an element

n ∈ StabG(x), then gnh−1 is in GF and maps hx to gx, so hx and gx are
in the same orbit. The surjectivity results from the Lang-Steinberg theorem

as any element of StabG(x) can be written g−1Fg with g ∈ G. We are left
with proving that the quotient map StabG(x)→ StabG(x)/ StabG(x)◦ induces

a bijection on F -conjugacy classes, which is a consequence of the following
lemma.

3.22 Lemma. Let H be an algebraic group defined over Fq, and let K be

a closed connected normal subgroup defined over Fq; then the quotient map
induces a bijection from the set of F -conjugacy classes in H to that of F -

conjugacy classes in H/K.

Proof: It is clear that F -conjugate elements are mapped to F -conjugate

elements. Conversely, if h and h′ are F -conjugate modulo K, we have kh =
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xh′Fx−1, with x ∈ H and k ∈ K. As K is connected, we can apply in K the
Lang-Steinberg theorem with the Frobenius endomorphism k 7→ hFk (see 3.6

(i)). So k can be written y−1hFy, hence kh = y−1hFy and h = (yx)h′F(yx)−1

and thus h and h′ are F -conjugate elements of H.

3.23 Application. Let T be a given rational maximal torus of a reductive

connected algebraic group G defined over Fq. The GF -conjugacy classes of
rational maximal tori of G are parametrized by the F -conjugacy classes of

NG(T)/NG(T)◦ = W (T).

Proof: We just apply proposition 3.21, taking for V the set of maximal tori
of G, on which G acts by conjugation.

3.24 Definition. The F -conjugacy class of the image of g−1Fg in W (T) is

called the type of the torus gT with respect to T; a representative of this
F -conjugacy class will be called a type of gT with respect to T.

Let us note that by the conjugation action of g−1, the torus gT, endowed

with the action of F , is identified with the torus T endowed with the action
of wF , if w is the image of g−1Fg in W (T).

3.25 Another application. The GF -conjugacy classes of rational ele-
ments conjugate to some fixed x ∈ GF under G are parametrized by the

F -conjugacy classes of CG(x)/CG(x)◦.

Proof: We now apply 3.21 with V = G, the group G acting by conjuga-
tion.

Two elements of GF which are conjugate under G are said to be geometri-

cally conjugate.

3.26 Examples.
(i) One can see that in GLn centralizers of all elements are connected (we

saw this in the previous chapter for semi-simple elements; see 2.6).
(ii) Two elements of SLn(Fq) which are conjugate in GLn(Fq) are conjugate

in SLn(Fq). Indeed, if x = yx′y−1, then we also have x = y′x′y′−1 with
y′ = (det y)−1/ny ∈ SLn. But x and x′ are not necessarily conjugate under

SL
F
n , even if they are rational (here we choose F to be the standard

Frobenius endomorphism; see 3.9). Let us consider, for instance the

unipotent element u =
(

1 1
0 1

)

of SL
F

2 . Its centralizer in GL2 consists of

all the matrices
(

a b
0 a

)

with a ∈ Fq
× and b ∈ Fq, so is connected. But

its intersection with SL2 is not connected if the characteristic is different
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from 2: it has two connected components corresponding respectively
to a = 1 and to a = −1; so we have CG(u)/CG(u)◦ ≃ Z/2Z and the

intersection of the geometric conjugacy class of u with SL
F
2 splits into

two conjugacy classes. By 3.21 and an easy computation, one sees that

the class in SL
F
2 of the matrix

(

1 a
0 1

)

with a ∈ Fq depends only on the

image of a in F×
q /(F

×
q )2.

(iii) An analogous argument shows that, if the characteristic is not 2, the
centralizer in PGL2(Fq) of the element represented in GL2(Fq) by the

matrix
(

1 0
0 −1

)

has two connected components which consist respec-

tively of the matrices of the form
(

a 0
0 b

)

and of the matrices of the form
(

0 a
b 0

)

; a representative in GL2 of an element of PGL
F
2 geometrically,

but not rationally, conjugate to
(

1 0
0 −1

)

is
(

0 λ−1

λ 0

)

where λ ∈ Fq2

is such that λq−1 = −1; let us note that any representative in GL
F
2 of

this element is not (geometrically) conjugate to
(

1 0
0 −1

)

.

References General results about Fq-structures can be found for example
in [P. Deligne La conjectures de Weil II, Publications mathématiques de

l’IHES, 43 (1980), 137–252]. The Lang-Steinberg theorem 3.10 is proved
in [St1]; in this paper Steinberg proves the main rationality properties of

reductive groups over finite fields. Rationality properties in a more general
setting (any field) are studied in [BT].



4. GENERALIZED INDUCTION ASSOCIATED TO A
BIMODULE; HARISH-CHANDRA INDUCTION AND
RESTRICTION.

A heuristic which is often useful in building the irreducible representations

of a finite group G is to find a family F of subgroups of G “of the same type
as G” which generate G, and to build representations of G “by induction”

from those of H ∈ F (using for instance IndGH ; a typical example is the

construction of the irreducible representations of the symmetric groups Sn as
Z-linear combinations of IndSn

Sn1×...×Snk
where n1 + . . .+ nk = n).

In the case of a connected reductive algebraic group defined over Fq, a suitable

family F of subgroups consists of the groups of rational points of rational
Levi subgroups of rational parabolic subgroups of G, partially ordered by

inclusion.

4.1 Proposition.

(i) Let Q and P be two parabolic subgroups of G such that Q ⊂ P, then
for any Levi subgroup M of Q, there is a unique Levi subgroup L of P

such that L ⊃M.
(ii) For a Levi subgroup L of a parabolic subgroup P of G, the following are

equivalent:
(a) M is a Levi subgroup of a parabolic subgroup of L;

(b) M is a Levi subgroup of a parabolic subgroup of G, and M ⊂ L.

Proof: Let us prove (i); given a maximal torus T of M there is by 1.17 a

unique Levi subgroup L of P containing T. It is enough to see that L ⊃M;
this is a consequence of 2.1 (i): first notice that with the notation of that

proposition we have U ⊂ V (indeed U is in any Borel subgroup of P, so in
any Borel subgroup of Q, hence Ru(P) ⊂ Q which implies Ru(P) ⊂ Ru(Q)),

thus (P ∩Q).U = Q and 2.1 (ii) implies the result.

Let us prove (ii); if M is a Levi subgroup of Q0, a parabolic subgroup of L,
and if P = LU, then Q0U is a parabolic subgroup of G (it is a group since L,

thus Q0, normalizes U, and it clearly contains a Borel subgroup of G); if V0

is the unipotent radical of Q0 then clearly V0U ⊂ Ru(Q0U), so M is a Levi

subgroup of Q0U since Q0U = MV0U. Thus (a) implies (b). The converse
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is an immediate consequence of 2.2, (ii) and (iii).

In the situation (ii) we will say (improperly) that “M is a Levi subgroup of
L”.

We will now classify G-conjugacy classes of Levi subgroups and GF -conjugacy

classes of rational Levi subgroups; we will really use this classification only
in chapter 13.

4.2 Proposition. Let Φ be the set of roots of G relative to some maximal

torus T, and let Π be a basis of Φ. The G-conjugacy classes of Levi subgroups
of G are in one-to-one correspondence with the W (T)-orbits of subsets of Π,

which correspond themselves one-to-one to the W (T)-conjugacy classes of
parabolic subgroups of W (T).

Proof: Let B be the Borel subgroup containing T which corresponds to

Π. Since all Borel subgroups of G are conjugate, and all maximal tori in
a parabolic subgroup are conjugate, all Levi subgroups of G are conjugate

to the Levi subgroup containing T of some parabolic subgroup containing
B, i.e., some PJ . Thus the question becomes one of finding when LJ is

G-conjugate to LI for two subsets I and J of Π. If LJ = gLI for some
g ∈ G, then, since g−1

T and T are two maximal tori of LI , there exists l ∈ LI

such that g−1
T = lT and gl ∈ NG(T) also conjugates LI to LJ ; so the G-

conjugacy classes of LI are the same as the W (T)-conjugacy classes. Since

LI is generated by T and the {Uα}α∈ΦI
, the element w ∈ W conjugates LI

to LJ if and only if wΦI = ΦJ . Since any two bases of ΦI are conjugate by
an element of WI (by, e.g., 0.31 (v) and 1.5), we may assume that wI = J

whence the first part of the statement. To see the second part it is enough
to see that if w ∈ NW (WI) then wΦI = ΦI . This results from the fact that if

a reflection sα is in WI , then α ∈ ΦI : to see that, notice that any element of
WI stabilizes the subspace of X(T) ⊗ R spanned by I; for the reflection sα
with respect to the vector α to do that, α has to be either in that subspace
(in which case α ∈ ΦI by definition), or orthogonal to that subspace. This

last case is impossible since then sα would fix any element of ΦI which would
imply by 0.29 that l(sα) = 0, i.e., sα = 1.

The proof above shows that NG(LI)/LI is isomorphic to NW (WI)/WI .

4.3 Proposition. Assume in addition to the hypotheses of 4.2 that G is de-

fined over Fq with corresponding Frobenius F and that T is rational. Then the
GF -classes of rational Levi subgroups of G are parametrized by F -conjugacy

classes of cosets WIw where I ⊂ Π and w are such that wFWI = WI .
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Proof: According to 3.21 the GF -classes of Levi subgroups conjugate under
G to L are parametrized by the F -classes of NG(L)/L. We may conjugate L

to some LI by conjugating a maximal torus of L to T but then, as remarked
after 3.24, the action of F on L becomes that of vF on LI for some v ∈W (T);

and the condition that L is rational becomes vFLI = LI , which is equivalent
to vFWI = WI as seen in the proof of 4.2. So the GF -classes of Levi subgroups

conjugate under G to L are parametrized by the vF -classes of NG(LI)/LI ≃
NW (WI)/WI , which is the same as the F -classes under NW (WI) of cosets

WIzv where z ∈ NW (WI). This last condition is equivalent to zvFWI = WI .
We thus get the proposition by putting w = zv; the F -classes under NW (WI)

are replaced by F -classes under W since, if the F -class of WIw and that of
WJw

′ intersect, then LI is conjugate under G to LJ .

When L is a rational Levi subgroup of G, we could, as our introduction sug-

gests, build representations of GF from those of LF using IndGF

LF . Actually
the representations thus obtained would not have the right properties, in par-

ticular their decomposition into irreducible representations would be rather
intractable. The right construction is to use the “Harish-Chandra induction”

that we are going to describe now as a generalized induction associated to a

bimodule.

Let G and H be two finite groups; we will call “G-module-H” a bimodule M
endowed with a left C[G]-action and a right C[H ]-action (we will view it also

sometimes as a G × Hopp-module where Hopp denotes the opposed group to
H). Such a module gives a functor from the category of left C[H ]-modules

to that of left C[G]-modules defined by

RG
H : E 7→ M ⊗C[H] E

where G acts on M ⊗C[H]E through its action on M . It is clear that the dual

module M∗ = Hom(M,C) gives the adjoint functor, which we will denote by
∗RG

H . The following proposition is immediate from the associativity of the

tensor product.

4.4 Proposition (transitivity). Let G, H , and K be finite groups; let M

be a G-module-H and N a H-module-K, then the functor RG
H ◦ R

H
K is equal

to the functor RG
K defined by the G-module-K given by M ⊗C[H] N .

The modules we will consider in what follows will always be C-vector spaces
of finite dimension. This hypothesis is necessary in particular for the next

proposition which generalizes the character formula for induced characters.
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4.5 Proposition. Let M be a G-module-H and E be an H-module; then
for g ∈ G we have

Trace(g | RG
HE) = |H|−1

∑

h∈H

Trace((g, h−1) |M) Trace(h | E).

Proof: The element |H|−1
∑

h h
−1⊗h is an idempotent of the algebra C[H×

Hopp] = C[H ] ⊗ C[Hopp] . Its image in the representation of H × Hopp on

the tensor product M ⊗C E is a projector whose kernel is generated by the
elements of the form mh⊗ x−m⊗ hx, since if

∑

i

∑

hmih
−1 ⊗ hxi = 0 then

∑

i

mi ⊗ xi = |H|−1
∑

h

∑

i

(mi ⊗ xi −mih
−1 ⊗ hxi).

As M⊗C[H]E is the quotient of M⊗CE by the subspace generated by elements
of the form mh⊗ x−m⊗ hx, we get

Trace(g | RG
HE) = Trace(|H|−1

∑

h

(g, h−1)⊗ h |M ⊗C E),

whence the proposition.

4.6 Examples.

(i) Induction. This is the case where H is a subgroup of G and where M
is the group algebra of G on which G acts by left translations and H by

right translations.
(ii) Restriction. This is the adjoint functor of induction. In that case M is

the group algebra of G on which H acts by left translations and G by
right translations.

The next example will play an important part in this book.

(iii) Harish-Chandra induction and restriction. Let G be a reductive al-
gebraic group defined over Fq; let P be a rational parabolic subgroup

of G and L a rational Levi subgroup of P, so that we have a ratio-
nal Levi decomposition P = LU. We take for G the group of rational

points GF , for H the group LF , and for M the GF -module-LF given by
C[GF/UF ], on which GF acts by left translations and LF by right trans-

lations (which is possible since L normalizes U). The functor RG
L thus

obtained is called Harish-Chandra induction. The adjoint functor,

called Harish-Chandra restriction and denoted by ∗RG
L , corresponds

to the LF -module-GF given by C[UF\GF ] where GF acts by right trans-

lations and LF by left translations. Applying 4.5 we get for χ ∈ Irr(GF )
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and l ∈ LF

∗RG

L (χ)(l) = |GF |−1
∑

g∈GF

#{ xUF ∈ GF/UF | x−1gx∈lUF }χ(g)

= |UF |−1
∑

u∈UF

χ(lu),

where the last equality holds since χ is a central function on GF so
satisfies χ(g) = χ(x−1gx). Note that RG

L can also be described as the

natural lifting from LF to PF followed with induction from PF to GF ;
similarly ∗RG

L is restriction from GF to PF followed with the taking of

fixed points under UF .

Notation. We will use the more precise notation RGF

LF and ∗RGF

LF for Harish-

Chandra induction and restriction if there is any possible ambiguity about
which Frobenius endomorphism we consider. The parabolic subgroup used in

the construction does not appear in the notation since we will prove that RG
L

and ∗RG
L do not depend on the parabolic subgroup used in their construction.

Until we prove that, to specify which parabolic subgroup has been used, we
will use the notation RG

L⊂P.

Note. We have only defined here a functor RG
L when L is a rational Levi

subgroup of a rational parabolic subgroup P of G; later we will define Deligne-

Lusztig induction which generalizes Harish-Chandra induction to the case of
non-rational parabolic subgroups P.

The first property to expect of Harish-Chandra induction is the following.

4.7 Proposition (Transitivity of RG
L ). Let P be a rational parabolic sub-

group of G, and Q a rational parabolic subgroup contained in P. Let L be a
rational Levi subgroup of P and M a rational Levi subgroup of Q contained

in L. Then
RG

L⊂P ◦R
L

M⊂L∩Q = RG

M⊂Q.

Proof: Let U be the unipotent radical of P and V that of Q. We have

U ⊂ V, so according to 2.1 (iii) we have V = U(L ∩V) and the uniqueness
in that decomposition implies that VF = UF (LF ∩VF ). Using 4.4, proving

the proposition is equivalent to showing that

C[GF/UF ]⊗C[LF ] C[LF/(L ∩V)F ]
∼
→C[GF/VF ]

as GF -modules-MF . But this clearly results from the isomorphism of “GF -
sets-MF” (with notation of 0.42)

GF/UF ×LF LF/(L ∩V)F
∼
→GF/VF
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which is induced by the map (gUF , l(L ∩ V)F ) 7→ glVF from GF/UF ×
LF/(L ∩V)F to GF/VF . This map is well-defined since l normalizes U and

U ⊂ V. Using the decomposition VF = UF (L∩V)F , it is easy to see that it
factors through the amalgamated product and defines an isomorphism.

References

The approach to generalized induction functors using bimodules that we fol-
low here is due to Broué. The construction of 4.6 (iii) was first considered by

Harish-Chandra [HC].



5. THE MACKEY FORMULA.

This chapter is devoted to the proof of a fundamental property of Harish-
Chandra induction and restriction (5.1 below), which is an analogue of the

usual Mackey formula for the composition of a restriction and an induction.
As a consequence we will show that Harish-Chandra induction and restriction

are independent of the parabolic subgroup used in their definition.

We give this formula below in a form which will remain valid for the Lusztig
induction and restriction functors (apart from the rationality of the parabolic

subgroups involved) in the cases that we will be able to handle (see chapter
11).

5.1 Theorem (“Mackey formula”). Let P and Q be two rational para-

bolic subgroups of G, and L (resp. M) be a rational Levi subgroup of P (resp.
Q). Then

∗RG

L⊂P ◦R
G

M⊂Q =
∑

x

RL

L∩xM⊂L∩xQ ◦
∗R

xM

L∩xM⊂P∩xM ◦ ad x,

where x runs over a set of representatives of LF\S(L,M)F/MF , where

S(L,M) = { x ∈ G | L ∩ xM contains a maximal torus of G }.

The notation adx above stands for the functor on representations induced by

the conjugation by x.

In order to prove this theorem, we first need some information about double
coset representatives with respect to parabolic subgroups in G and in the

Weyl group.

5.2 Definition. Let W be a Coxeter group with set of generating reflections
S, and let I ⊂ S. An element w ∈W is called I-reduced (resp. reduced-I)

if for any v ∈WI (the subgroup of W generated by I) we have l(v) + l(w) =
l(vw) (resp. l(w) + l(v) = l(wv)).

5.3 Lemma. Every coset in WI\W contains a unique I-reduced element

which is the unique element of minimal length in that coset.

Proof: Everything else follows easily if we can prove that an element of

minimal length in its coset is I-reduced. Suppose otherwise: let w be of
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minimal length inWIw and assume there exists v ∈WI such that l(v)+l(w) <
l(vw). By adding one by one the terms of a reduced decomposition of v to w

and applying the exchange lemma 0.30, we get vw = v̂ŵ where v̂ (resp. ŵ) is
the product of a proper sub-sequence extracted from a reduced decomposition

of v (resp. w). But that would imply that l(ŵ) < l(w) which is a contradiction
since w and ŵ are in the same coset (since v̂ ∈WI).

Of course, the symmetric lemma for reduced-I and W/WI also holds.

5.4 Lemma. Let I and J be two subsets of S.

(i) In a double coset in WI\W/WJ , there is a unique element w which is
both I-reduced and reduced-J .

(ii) The element w of (i) is the unique element of minimal length in the

double coset WIwWJ .
(iii) Every element of WIwWJ can be written uniquely as xwy with l(x) +

l(w) + l(y) = l(xwy), and where xw is reduced-J .

An element w such as above is said to be I-reduced-J ; by symmetry, we
may add to the lemma above the statement obtained by replacing in (iii) the

condition “xw is reduced-J” by “wy is I-reduced”.

Proof: We first show that two elements w and w′ satisfying (i) are of the

same length. Let us write w′ = xwy with x ∈ WI and y ∈ WJ ; we get
w′y−1 = xw and x−1w′ = wy, whence by definition of w and w′ and as

l(y−1) = l(y) and l(x−1) = l(x)

l(w′) + l(y) = l(x) + l(w) and l(x) + l(w′) = l(w) + l(y)

whence the result. To get the lemma it is enough now to show that an

element of minimal length in its double coset satisfies (iii) (this clearly implies
uniqueness). Let v ∈WIwWJ and let xwy be a decomposition with minimal

l(x) + l(y) of the (unique) reduced-J element of the coset vWJ . As in the

previous lemma, by applying the exchange lemma we find xwy has a reduced
decomposition of the form x̂ŵŷ where x̂ (resp. ŵ, ŷ) is extracted from a

reduced decomposition of x (resp. w, y). As before we must have ŵ = w
otherwise w would not be of minimal length in its double coset. But then the

minimality of l(x) + l(y) implies that necessarily x̂ = x and ŷ = y, and so
l(x)+ l(w)+ l(y) = l(xwy); we also get y = 1 since otherwise xw would be an

element of smaller length than xwy in the coset vWJ . The other properties
follow easily.

5.5 Lemma. Let G a connected reductive algebraic group, let T be a max-

imal torus of G and let B be a Borel subgroup containing T. Let PI and
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PJ be two standard parabolic subgroups (i.e., containing B). Then there are
canonical bijections

PI\G/PJ
∼
→WI\W/WJ

∼
→{Elements of W which are I-reduced-J}.

Proof: By the Bruhat decomposition (1.4), any g ∈ G is in BwB for some

w ∈ W , so the double coset PIgPJ is equal to PIwPJ . As representatives
of WI (resp. WJ) lie in PI (resp. PJ), we may replace w in the above by

any element of the double coset WIwWJ . This gives a well-defined surjective
map WI\W/WJ → PI\G/PJ . This map is injective: assume PIwPJ =

PIw
′PJ ; we may assume that w and w′ are I-reduced-J . As PI = BWIB

and PJ = BWJB, we have BWIBwBWJB = BWIBw
′BWJB. As w and

w′ are reduced, we have by 1.1 (iii′), using a similar argument to that in the
proof of 5.4 that, for any x ∈ WI and any y ∈ WJ , BxBwByB is a union

of sets of the form Bx̂BwBŷB where l(x̂wŷ) = l(x̂) + l(w) + l(ŷ); whence
BWIBwBWJB = BWIwWJB and the similar equality for w′, whence the

equality of the double cosets WIwWJ and WIw
′WJ . The second bijection in

the lemma comes from lemma 5.4.

We get the following consequence of the above lemma.

5.6 Lemma. If S(L,M) is as in 5.1, then:
(i) The natural map S(L,M)→ P\G/Q induces an isomorphism

L\S(L,M)/M
∼
−−→P\G/Q.

(ii) PF\GF/QF can be identified with the set of rational points of P\G/Q,
and LF\S(L,M)F/MF with the set of rational points of L\S(L,M)/M.

Proof: Let us first prove (ii): by 3.21, since P×Q, as well as the stabilizer

P ∩ xQ of a point x ∈ G under the action of P × Q, is connected, the

double cosets PF\GF/QF can be identified with the rational double cosets
in P\G/Q. Similarly, as L ∩ xM is connected when it contains a maximal

torus (see 2.1), the double cosets LF\S(L,M)F/MF can be identified with
the rational double cosets in L\S(L,M)/M.

Let us prove (i). We may conjugate Q by an element g ∈ G so that P and gQ

have a common Borel subgroup and that L and gM have a common maximal
torus T. Then for any x ∈ G we have PxQ = (Pxg−1gQ)g, i.e., the double

cosets with respect to P and Q are translates of those with respect to P and
gQ. Similarly S(L,M) = S(L, gM)g. Thus to show (i) we may replace Q by
gQ, i.e., assume that P and Q are standard and that L and M are standard
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Levi subgroups, i.e., P = PI , Q = PJ , L = LI , and M = LJ . By lemma
5.5, there exist representatives in N(T) of the double cosets in PI\G/PJ .

Thus every double coset has a representative in S(L,M) and the map of
(i) is surjective. Conversely, if x ∈ S(L,M), the group L ∩ xM contains a

maximal torus; this torus is of the form lT for some l ∈ L and also of the
form xmT, for some m ∈M, since all maximal tori in an algebraic group are

conjugate. But then l−1xm ∈ N(T) and is in the same double coset as x with
respect to L and M. Let now x and y be two elements of S(L,M) such that

PxQ = PyQ. As we have just seen, we may translate x and y by elements of
L and M so they fall into NG(T). By lemma 5.5, the images of x and y are

in the same double coset with respect to WI and WJ , so x and y represent
the same double coset with respect to L and M.

Proof of theorem 5.1: Let U (resp. V) denote the unipotent radical of

P (resp. Q). By 4.4, the functor in the left-hand side of the Mackey formula

corresponds to the L-module-M given by

C[UF\GF ]⊗C[GF ] C[GF/VF ].

This module is clearly isomorphic to C[UF\GF/VF ]. Let us decompose GF

into double cosets with respect to PF and QF . We get

UF\GF/VF =
∐

x∈LF \S(L,M)F /MF

UF\PFxQF/VF .

We now use

5.7 Lemma. For any x ∈ S(L,M)F the map

(l(L ∩ xV)F , (xM ∩U)F .xm) 7→ UF lxmVF

is an isomorphism

LF/(L ∩ xV)F ×(L∩xM)F (xM ∩U)F\xMF ∼
→UF\PFxQF/VF ,

where the notation is as in 0.42.

Proof: It is easy to check that the map is well-defined. As the stabilizer
U∩ xV of a point x ∈ G under the action of U×V is always connected (see

0.33), and as the stabilizer of a point of LF/(L∩xV)F×(xM∩U)F\xMF under
the diagonal action of L∩xM is reduced to 1, and thus connected, it is enough

to show that the same map at the level of the underlying algebraic varieties
is an isomorphism, as it clearly commutes with F . The map is surjective

since any element of PxQ has a decomposition of the form ulxmv (with each
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term in the group suggested by its name). We now prove its injectivity. If
UlxmV = Ul′xm′V, then lxm = l′uxvm′ for some u ∈ U and v ∈ V since l′

normalizes U and m′ normalizes V. Thus

u−1l′
−1
l = x(vm′m−1) ∈ P ∩ xQ. (1)

The component in L∩ xM of the left-hand side of (1) is that of l′−1l, and the

component in L∩ xM of the right-hand side of (1) is that of x(m′m−1) by the
following

5.8 Lemma. Let L and M be respective Levi subgroups of two parabolic

subgroups P and Q, and assume they have a common maximal torus. If
ul = vm ∈ P ∩ Q, then uM = mU, lV = vL and lM = mL, with obvious

notation: uM is the component in U ∩M of u ∈ U in the decomposition

(U ∩V)(U ∩M)(L ∩V)(L ∩M) of 2.1 (iii), etc.

Proof: We have

uVuMlVlM = vUvLmUmL = vU[vL, mU]mUvLmL

and the commutator which appears in this formula is in V∩U. The unique-

ness of the decomposition in 2.1 (iii) gives the result.

Thus (l(L ∩ xV), (xM ∩U)xm) and (l′(L ∩ xV), (xM ∩U)xm′) are equal in
the amalgamated product, whence the injectivity and lemma 5.7.

Taking then the union over all x, we get

UF\GF/VF ∼
→

∐

x∈LF \S(L,M)F /MF

LF/(L ∩ xV)F ×(L∩xM)F (xM ∩U)F\xMF ,

and this bijection is compatible with the action of LF by left multiplication,

and with that of MF by right multiplication on the left-hand side and by the
composite of left multiplication and adx on the x term of the right-hand side.

We finally get an isomorphism of LF -modules-MF :

C[UF\GF/VF ]
∼
→

∐

x∈LF \S(L,M)F /MF

C[LF/(L ∩ xV)F ]⊗C[(L∩xM)F ] C[(xM ∩U)F\xMF ],

where the action of MF on the right-hand side is as explained above. The

LF -module-MF which appears in the right-hand side is exactly the one which
corresponds to the functor in the right-hand side of the Mackey formula,

whence the theorem.
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6. HARISH-CHANDRA’S THEORY

We explain here the theory of “cuspidal representations” which is due to
Harish-Chandra. First, as announced, we prove:

6.1 Proposition. The functor RG
L⊂P is independent of P.

Thus we are allowed to omit P from the notation.

Proof: The proof is by induction on the semi-simple rank of G, which is

by definition the rank of G/RG.

Let us note that the semi-simple rank of a Levi component of a proper
parabolic subgroup of G is strictly less than that of G by 0.17, 0.37 (iii)

and 1.15. If L = G there is nothing to prove, so we may assume that the
semi-simple rank of L is strictly less than that of G. By the Mackey for-

mula applied to only one Levi subgroup L but with two different parabolic
subgroups P and Q, we get

〈RG

L⊂Pπ,R
G

L⊂Qπ 〉GF =
∑

x∈LF \S(L,L)F /LF

〈 ∗R
x
L

L∩xL⊂P∩xL

xπ, ∗RL

L∩xL⊂L∩xQπ 〉LF∩xLF .

By induction, the right-hand side does not depend on the parabolic subgroups
P and Q, so the same is true for the left-hand side which means that, if we

put f(P) = RG
L⊂Pπ, we have

〈 f(P), f(P) 〉GF = 〈 f(P), f(Q) 〉GF =

〈 f(Q), f(Q) 〉GF = 〈 f(Q), f(P) 〉GF (6.1.1)

whence 〈 f(P)− f(Q), f(P)− f(Q) 〉GF = 0 and so f(P) = f(Q).

6.2 Example. Let RGL =
⊕

n>=0R[GLn(Fq)] (where for any finite group

H , we denote by R(H) the Grothendieck group of characters of H). One
can define on RGL a product by putting, for two irreducible characters χ ∈
Irr(GLn(Fq)) and ψ ∈ Irr(GLm(Fq)),

χ ◦ ψ = R
GLn+m
GLn×GLm⊂Pn,m

χ⊗ ψ,

where GLn×GLm is embedded in GLn+m as a group of block-diagonal matrices
(

GLn 0
0 GLm

)

,
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and where the parabolic subgroup Pn,m is the group of block-triangular ma-
trices (see chapter 15 below)

(

GLn ∗
0 GLm

)

.

We thus get an algebra structure and by 6.1 the product is commutative. Let
us note that the Levi subgroups GLn ×GLm and GLm ×GLn are conjugate

in GLn+m but not so the parabolic subgroups Pn,m and Pm,n. Because of
this fact, it is difficult to give a direct proof of the commutativity. One can

also define on RGL a cocommutative coproduct RGL→RGL⊗RGL : χ ∈
Irr(GLn(Fq)) 7→

⊕

i+j=n
∗RGLn

GLi×GLj
χ, and it can be shown using the Mackey

formula that these two laws define on RGL a Hopf algebra structure.

Because of the transitivity of RG
L (see 4.7), one can define a partial order

on the set of pairs (L, δ) consisting of a rational Levi subgroup of a rational

parabolic subgroup of G, and of δ ∈ Irr(LF ), by putting (L′, δ′) ≤ (L, δ) if
L′ ⊂ L and 〈 δ, RL

L′δ′ 〉LF 6= 0.

6.3 Proposition. The following properties are equivalent:
(i) The pair (L, δ) is minimal for the partial order defined above,

(ii) For any rational Levi subgroup L′ of a rational parabolic subgroup of L,
we have ∗RL

L′δ = 0.

If these conditions are fulfilled, the representation δ of LF is said to be cus-

pidal.

Proof: The pair (L, δ) is minimal if and only if for any L′ ⊂ L and any
δ′ ∈ Irr(L′F ) we have

〈 δ, RL

L′δ′ 〉LF = 〈 ∗RL

L′δ, δ′ 〉L′F = 0,

which is equivalent to (ii), whence the result.

6.4 Theorem. Let χ ∈ Irr(GF ); then, up to GF -conjugacy, there exists a

unique minimal pair (L, δ) such that (L, δ) ≤ (G, χ).

Proof: We need the following lemma.

6.5 Lemma. If δ ∈ Irr(LF ) and η ∈ Irr(MF ) are two cuspidal representations
of rational Levi subgroups of rational parabolic subgroups of G, then

〈RG

L δ, R
G

Mη 〉GF = |{ x ∈ GF | xL = M and xδ = η }/LF |.
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Proof: By the Mackey formula, we have

〈RG

L δ, R
G

Mη 〉GF = 〈 δ, ∗RG

LR
G

Mη 〉LF

= 〈 δ,
∑

x∈LF \S(L,M)F /MF

ad x−1R
xL
xL∩M

∗RM
xL∩Mη 〉LF

= 〈 δ,
∑

{x∈LF \S(L,M)F /MF |xL⊃M}

ad x−1R
xL

M η 〉LF ,

the last equality because, as η is cuspidal, we have ∗RM
xL∩Mη = 0 if xL∩M 6=

M. In the same way we get

〈 δ,
∑

{x∈LF \S(L,M)F /MF |xL⊃M}

adx−1R
xL

M η 〉LF =

〈
∑

{x∈LF \S(L,M)F /MF |xL⊃M}

∗R
xL

M

xδ, η 〉MF = 〈
∑

{x∈LF \S(L,M)F /MF |xL=M}

xδ, η 〉MF ,

the last equality coming from the fact that δ (whence also xδ) is cuspidal,

whence the lemma.

Theorem 6.4 is a straightforward consequence of lemma 6.5 as, if 〈χ,RG
L δ 〉GF

and 〈χ,RG
Mη 〉GF are both different from zero, then 〈RG

L δ, R
G
Mη 〉GF cannot

be zero.

For δ ∈ Irr(LF ) we put

WG(δ) = {w ∈ NGF (L)/LF | wδ = δ }.

If δ is cuspidal, by 6.5 we have 〈RG
L δ, R

G
L δ 〉GF = |WG(δ)|. The following

more precise result is true.

6.6 Remark. A theorem proved by Howlett and Lehrer [Induced cuspidal
representations and generalized Hecke rings, Inventiones Math., 58 (1980),

37–64] states that EndGF (RG
L (δ)) ≃ C[WG(δ)]µ, where the exponent µ means

“twisted by a cocycle µ” (it has been proved by Lusztig [L4, 8.6] that this

cocycle is trivial when the centre of G is connected). So the irreducible com-
ponents of RG

L δ are parametrized by Irr(WG(δ)), and, if ρχ is the component

corresponding to χ ∈ Irr(WG(δ)), we have 〈 ρχ, R
G
L δ 〉GF = dimχ.

The results in this chapter give a first approach, due to Harish-Chandra,

towards the classification of irreducible characters of GF . From 6.4 above,
we get a partition of Irr(GF ) in series parametrized by cuspidal representa-

tions of rational Levi subgroups of rational parabolic subgroups (up to GF -
conjugacy): the set of irreducible components of RG

L δ is called the Harish-

Chandra series associated to (L, δ). Sometimes the union of such series
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when L is fixed and δ runs over the set of cuspidal representations of LF

is called the Harish-Chandra series associated to L. When L is a maximal

torus then all irreducible (i.e., degree one) representations of LF are cuspidal;
all such tori are GF -conjugate and the series associated to a (any) rational

maximal torus (included in a rational Borel subgroup) is called the principal

series. The set of cuspidal representations of GF is also the series associated

to G, which is called the discrete series. So the first problem is to study the
discrete series (not only in G but in any Levi subgroup of a rational parabolic

subgroup of G).

References

Two possible references for Harish-Chandra’s theory are the initial paper by

Harish-Chandra [HC] and Springer’s paper “Cusp forms for finite groups” in
[B2]. Zhelevinski’s book [Z] explains the theory of representations of linear

groups from the viewpoint mentioned above in 6.2.



7. FURTHER RESULTS ON HARISH-CHANDRA
INDUCTION

As in the previous chapter we consider a Levi decomposition P = LU of a

rational parabolic subgroup of G. Let us begin with a finite group theoretic
result.

7.1 Proposition. Let s be the semi-simple part of an element l ∈ LF ; then

the map UF × (CG(s)∩UF )→ lUF defined by (y, z) 7→ y(lz) is onto and all
its fibres have the same cardinality equal to |CG(s) ∩UF |.

Before proving that result we give some corollaries which show its usefulness.

7.2 Notation. We shall denote by C(H) the set of class functions on a

finite group H and by C(H)p′ the set of class functions f on H such that
f(x) = f(xp′) for any x ∈ H , where xp′ is the p′-part of the element x.

7.3 Corollary. If f ∈ C(GF )p′ , it satisfies f(lu) = f(l) for any (u, l) ∈
UF × LF .

Proof: By 7.1, if l = sv is the Jordan decomposition of l, there exists y ∈
UF and z∈CG(s) ∩UF such that y(lz) = lu, so, in particular f(lz) = f(lu).

But, as v normalizes CG(s) ∩UF , the element vz is unipotent in CG(s) and
s.vz is the Jordan decomposition of lz; so f(lz) = f(s) = f(l), whence the

result.

7.4 Corollary. If f ∈ C(GF )p′ , then ∗RG
L f = ResG

F

LF f and ∗RG
L (χf) =

(∗RG
L χ).ResG

F

LF f for any χ ∈ C(GF ).

Proof: This result is a straightforward consequence of 7.3 and the formula

(∗RG

L f)(l) = |UF |−1
∑

u∈UF

f(lu).

7.5 Corollary. If f ∈ C(GF )p′, then RG
L (χResG

F

LF f) = (RG
L χ).f for any

χ ∈ C(LF ).

This is what we get by taking the adjoint from 7.4.
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7.6 Corollary. With the above notation, let s be the semi-simple part of

an element l ∈ L; then (ResL
F

C◦
L
(s)F

∗RG
L χ)(l) = (∗R

C◦
G(s)

C◦
L
(s) ResG

F

C◦
G

(s)F χ)(l).

Proof: First let us note that the above formula has a well-defined meaning
because l∈C◦

L(s) by 2.5, and C◦
L(s) is a Levi subgroup of C◦

G(s). Indeed

P ∩ C◦
G(s) is a parabolic subgroup of C◦

G(s) with Levi decomposition (L ∩
C◦

G(s))(U∩C◦
G(s)) since C◦

G(s) is a connected reductive subgroup of maximal

rank of G , see 2.3 (ii). So L ∩ C◦
G(s) is connected and L ∩ C◦

G(s) = C◦
L(s).

We have

(∗RG

L χ)(l) = |UF |−1
∑

u∈UF

χ(lu) = |CG(s) ∩UF |−1
∑

z∈CG(s)∩UF

χ(lz),

the latter equality by 7.1. We then get the result using the fact that CG(s)∩
U = C◦

G(s) ∩U (see 2.5 again).

Proof of 7.1: Let v be the unipotent part of l and let V = <v,UF>; the

group V is the unique p-Sylow subgroup of <l,UF> because it is normal and
the quotient is cyclic generated by a p′-element (the image of s). For any

u ∈ UF we must count the number of solutions in (y, z) ∈ UF × (CG(s)∩UF )
to the equation y(lz) = lu. Let s′u′ be the Jordan decomposition of lu; we

have seen in the proof of 7.3 that s.vz is the Jordan decomposition of lz, so
the equation above is equivalent to the system of two equations ys = s′ and
y(vz) = u′.

But <s> and <s′> are two p′-complements of the normal subgroup V of

<l,UF> so, by the Schur-Zassenhaus theorem (see [Go, 6.2.1]), they are
conjugate by an element of V . As s cannot be conjugate to one of its powers

other than itself in the quotient group <l,UF>/V , there exists y∈V such
that ys = s′. The element y can be taken in UF as v centralizes s. If we

prove that the element z defined by z = v−1.y
−1
u′ is in CG(s) ∩UF then we

are done, as there are |CG(s) ∩UF | solutions y to ys = s′ and the value of z

is uniquely defined by that of y.

But v and s commute, and y−1
u′ commutes with y−1

s′ = s, so z commutes
with s. It remains for us to show that z is in UF : we have lz = y−1

(lu) ∈
y−1

(lUF ) = lUF (this last equality because y ∈ UF ), whence the result.

References

Property 7.6 has been proved and used, under somewhat stronger assump-

tions, by Curtis in [Cu]; we shall generalize it in chapter 12.



8. THE DUALITY FUNCTOR

This chapter is devoted to the exposition of the main properties of the “du-
ality” functor for the characters of GF . Though it has been used only since

1981, this functor has an elementary definition and allows substantial simpli-
fication in some areas of the representation theory of GF .

First we need the notion of the Fq-rank of an algebraic group. Recall (see

remarks before 3.17) that if T is a torus defined over Fq there is an automor-
phism τ of X(T) such that for any α ∈ X(T) and t ∈ T we have

(τα)(Ft) = (α(t))q,

so the fixed points of τ are the elements of X(T) which are defined over Fq.

8.1 Proposition. Let T be a torus of rank n; the following conditions are

equivalent:
(i) There exists an isomorphism T

∼
→(Gm)n defined over Fq,

(ii) The action of τ on X(T) is trivial.

If these conditions are satisfied T is said to be a split torus.

Proof: The fact that (i) implies (ii) follows from the easily checked equality

X(Gm)τ = X(Gm). Conversely, if (a1, . . . , an) is a basis of the Z-module
X(T) we have (see last sentence of the paragraph after 0.4)

A(T) ≃ Fq[X(T)] ≃ Fq[a1, . . . , an].

But, as X(T) = X(T)τ , all elements of X(T) are defined over Fq and Ti 7→ ai
defines a rational isomorphism

A(Gn
m)

∼
→Fq[T1, T

−1
1 , . . . , Tn, T

−1
n ]→ A(T).

Note that as a1, . . . , an in the above proof are always defined over some finite

extension of Fq, any torus defined over Fq becomes split over such an extension
whence we also get the fact that the order of τ is finite; the torus T is split

over Fqn if and only if n is multiple of the order of τ .
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8.2 Proposition. Let T be a torus defined over Fq; then it contains a
maximum split subtorus Td and the rank of this subtorus is X(T)τ .

Proof: By 8.1 (ii), the image of a split torus by a morphism defined over
Fq is split (as the character group of the image is a subgroup of the character

group of the initial torus). This proves that the product of two split subtori
of T is again split. So Td exists.

The group Y (Td) can be identified with a subgroup of Y (T) fixed by τ , so

the rank of Td is not greater than that of Y (T)τ . But the subtorus of T

generated by the images of Y (T)τ is split of rank equal to that of Y (T)τ ,

whence the reverse inequality. Since the ranks of X(T)τ and of Y (T)τ are
equal, because X(T) and Y (T) together with the τ actions are dual to each

other, we get the result.

8.3 Definition.

(i) We call the Fq-rank of a torus the rank of its maximum split subtorus.
(ii) A rational maximal torus of an algebraic group G defined over Fq is said

to be quasi-split if it is contained in some rational Borel subgroup of
G.

(iii) We call the Fq-rank of an algebraic group G, defined over Fq, the Fq-rank
of a quasi-split maximal torus of G.

With that definition, if E = X(T) ⊗ R, we have rank(T) = dimE and, by
8.2, Fq-rank(T) = dim(Eτ). Note that, as all rational Borel subgroups are

rationally conjugate and all rational tori in a Borel subgroup are rationally
conjugate (see 3.15), definition (iii) makes sense. Note also that the termi-

nology is consistent as, by 8.1 (ii), any split maximal torus T is quasi-split;
indeed there is a bijection between the Borel subgroups containing T and the

bases of the root system of G relative to T (see 0.31 (v)), and, as τ acts

trivially on X(T), any Borel subgroup containing T is fixed by the Frobenius
endomorphism.

8.4 Definition. We say that a reductive group G is split if a (any) quasi-
split torus of G is split. Non-split groups are sometimes called twisted

groups.

Note that the Fq-rank of a group is clearly equal to that of its reductive quo-

tient (as tori map isomorphically in that quotient), i.e., we have Fq-rank(G) =
Fq-rank(G/Ru(G)). The following lemma relates the Fq-rank of a group to

that of its semi-simple quotient.
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8.5 Lemma. With the notation of 8.3 (iii), we have

Fq-rank(G) = Fq-rank(G/RG) + Fq-rank(RG).

Proof: From the above remarks we may assume that G is reductive, in
which case R(G) is a torus. As the functor X is exact (see 0.21), the exact

sequence

1→ RG→ T→ T/RG→ 1

(where T is a rational torus) gives

0← X(RG)← X(T)← X(T/RG)← 0.

When we take its tensor product with R, this sequence remains exact, and it
remains so when we take the subspaces of fixed points under τ , as τ , being of

finite order, is semi-simple. If we take for T a quasi-split torus of G, we get
the result.

8.6 Definition. We call the semi-simple Fq-rank of G, denoted by r(G),
the Fq-rank of G/RG.

8.7 Lemma. Let T be any rational maximal torus of a reductive group G,

and let E = X(T)⊗R; if Φ∨ is the set of coroots of G relative to T, we have
Fq-rank(RG) = dim(<Φ∨>⊥∩Eτ).

Proof: Assume that T is of type w with respect to a quasi-split torus; then

T together with the action of F can be identified with the quasi-split torus
with the action of wF (see 3.24); so, as the Weyl group acts trivially on

<Φ∨>⊥, the action of τ on <Φ∨>⊥ does not depend on the type of T and we
may assume that T is quasi-split. The lemma will be a consequence of the

isomorphism X(RG)⊗R
∼
→<Φ∨>⊥. To prove it we consider the second exact

sequence of 8.5 tensored by R and remark that Φ is the root system of the

semi-simple group G/RG relative to the quasi-split maximal torus T/R(G),
so spans X(T/R(G))⊗ R (see 0.37 (iii)).

We can now define the duality operator.

8.8 Definition. Let B a rational Borel subgroup of a connected reductive

algebraic group G defined over Fq. By duality we mean the operator DG on
C(GF ) defined by

DG =
∑

P⊃B

(−1)r(P)RG

L ◦
∗RG

L
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where the summation is over the set of rational parabolic subgroups of G con-
taining B and where L denotes an arbitrarily chosen rational Levi subgroup

of P.

8.9 Remarks. This definition is coherent because of the two following prop-

erties:
(i) The operator RG

L ◦
∗RG

L depends only on the parabolic subgroup P and

not on the chosen Levi subgroup.
(ii) The operator DG does not depend on the rational Borel subgroup B.

Property (i) comes from the fact that two rational Levi subgroups of P are

rationally conjugate and from the equality RG
L ◦ adx−1 = RG

xL (along with its
analogue for ∗RG

L ). We could also deduce it from the equality RG
L ◦

∗RG
L (χ) =

IndGF

PF (χ′) where we have put χ′(p) = |UF |−1
∑

u∈UF χ(pu) for p ∈ PF , with

U denoting the unipotent radical of P.

Property (ii) is clear as all rational Borel subgroups of G are rationally con-
jugate.

8.10 Proposition. The functor DG is self-adjoint.

This is a straightforward consequence of the definition of DG and of the fact
that RG

L and ∗RG
L are adjoint to each other (see 4.6 (iii)).

8.11 Theorem (C. Curtis). For any rational Levi subgroup L of a rational
parabolic subgroup of G we have

DG ◦R
G

L = RG

L ◦DL.

The proof we shall give is valid even when the parabolic subgroup is not

rational, in which case we have to replace RG
L with the Lusztig functor which is

its generalization and is again denoted by RG
L (this functor will be extensively

studied later, starting from chapter 11) and the formula has to be written

εGDG ◦R
G

L = εLR
G

L ◦DL

where for any algebraic group G, we have put εG = (−1)Fq-rank(G). In the

case of a rational parabolic subgroup this formula reduces to the previous
one because L then contains a quasi-split torus of G, so that Fq-rank(G) =

Fq-rank(L).

The only properties of RG
L that we shall use in the proof are transitivity,

the formula RG
L = RG

xL ◦ ad x (for x ∈ GF ) and the “Mackey formula”; these

formulae are true for the Lusztig functor, with some restriction for the Mackey
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formula (see 11.6). The reader will check that in the remainder of the book
we shall use 8.11 for the Lusztig functor only in those cases where the Mackey

formula has been proved.

Proof: By the Mackey formula, using the equality (MF\S(M,L)F/LF )−1 =

LF\S(L,M)F/MF we get

DG ◦R
G

L =
∑

Q⊃B

(−1)r(Q)RG

M

∗RG

MR
G

L

=
∑

Q⊃B

(−1)r(Q)
∑

x∈LF \S(L,M)F /MF

RG

M ad x−1R
xM
xM∩L

∗RL
xM∩L.

We then use the equalities RG
M ad x−1 = RG

xM and RG
xMR

xM
xM∩L = RG

xM∩L =
RG

LR
L
xM∩L to get

DG ◦R
G

L = RG

L ◦ (
∑

Q⊃B

(−1)r(Q)
∑

x∈LF \S(L,M)F /MF

RL
xM∩L

∗RL
xM∩L).

We now transform the right-hand side of the above equality. Let B0 be a fixed

rational Borel subgroup of L. For each parabolic subgroup Q ⊃ B of G we
define a bijection P from LF\S(L,M)F/MF to the set of parabolic subgroups

of G which are GF -conjugate to Q and contain B0. If x ∈ S(L,M)F , as xQ

and L contain a common maximal torus, the group xQ ∩ L is a parabolic

subgroup of L, see 2.1 (i). As it is rational this parabolic subgroup contains
a rational Borel subgroup of L and such a Borel subgroup is conjugate by an

element l ∈ LF of B0. Then we have lx = x, where x denotes the image of
x in LF\S(L,M)F/MF , and lxQ ⊃ B0. We put P(x) = lxQ. This map is

well-defined (i.e., lxQ does not depend on the chosen l) since two conjugate
parabolic subgroups of L containing the same Borel subgroup are equal (see

0.12 (ii)).

The map P is onto. Indeed, let xQ with x ∈ GF be a parabolic subgroup

in GF containing B0, let T0 be a maximal torus of B0 and let M′ be the
unique Levi subgroup of xQ containing T0 (see 1.17). Then M′ and xM are

conjugate under xQF , i.e., there exists q ∈ QF such that M′ = xqM. But
then xqM ∩ L ⊃ T0, so xq is in S(L,M)F and satisfies P(xq) = xqQ = xQ.

We now prove the injectivity of P. If xQ = yQ with x and y in S(L,M)F

then there exists q ∈ QF such that y = xq (because NGF (Q) = QF ). The
groups L ∩ xM and L ∩ xqM are two rational Levi subgroups of the para-

bolic subgroup L ∩ xQ of L, so are conjugate by an element z ∈ LF ∩ xQ.
We have L ∩ zxqM = z(L ∩ xqM) = L ∩ xM, so xM and zxqM are two Levi

subgroups of xQ containing a common maximal torus (any maximal torus of
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L∩ xM), so are equal; thus zxqx−1∈NGF (xM)∩ xQ = xM (equality by 1.18),
so y = xq∈z−1xM ⊂ LxM which implies, using the Lang-Steinberg theorem

in L ∩ xM, that y ∈ LFxMF , whence y = x.

We have noticed in 8.9 (i) that the functor RL
xM∩L

∗RL
xM∩L depends only on

xQ∩L. We denote by f(xQ) this functor; we have f(xQ) = f(P(x)) as P(x)

and xQ are conjugate under LF . Since P is bijective and r(Q) = r(xQ) =
r(P(x)), we get

DG ◦R
G

L = RG

L ◦
∑

Q′

(−1)r(Q
′)f(Q′)

where Q′ in the summation runs over all rational parabolic subgroups of G

containing B0. The summation in the right-hand side can be written

∑

Q0⊃B0

(
∑

{Q′|Q′∩L=Q0}

(−1)r(Q
′))RL

M0
◦ ∗RL

M0

where Q0 runs over rational parabolic subgroups of L containing B0, where

M0 denotes a rational Levi subgroup of Q0, and Q′ runs over rational para-
bolic subgroups of G such that Q′ ∩ L = Q0. Theorem 8.11 is thus a conse-

quence of the following result.

8.12 Theorem. Let H be a reductive rational subgroup of maximal rank of

G, and let Q0 be a rational parabolic subgroup of H. Then we have

εG
∑

{Q|Q∩H=Q0}

(−1)r(Q) = (−1)r(Q0)εH

where Q in the summation runs over rational parabolic subgroups of G such
that Q ∩H = Q0.

Proof: Since Q is rational it has the same Fq-rank as G, so Fq-rank(G)−
r(Q) = Fq-rank(R(Q)), see 8.5. We fix a maximal torus T of Q0; using

8.7 we shall translate the statement in E = X(T) ⊗ R. Let M be the Levi
subgroup of Q which contains T; we have Fq-rank(R(Q)) = Fq-rank(R(M)).

Let Φ∨
G, Φ∨

Q and Φ∨
M be respectively the sets of coroots of G, Q and M with

respect to T; we associate to G the set of hyperplanes HG in E consisting of

{α⊥ | α ∈ Φ∨
G}, and to Q the facet of this system defined by

FQ = { x ∈ E | 〈 x, α 〉 = 0 for α ∈ Φ∨
M and 〈 x, α 〉 > 0 for α ∈ Φ∨

Q − Φ∨
M }

(it is a facet as Φ∨
Q∪−Φ∨

Q = Φ∨
G). In the same way we associate to Q0 a facet

FQ0
of the set of hyperplanes HH = {α⊥ | α ∈ Φ∨

H} where Φ∨
H is the set of

coroots of H relative to T. Note that FQ is open in its support <Φ∨
M>

⊥ and
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that FQ∩E
τ 6= ∅ as τFQ = FQ, so that dim(FQ∩E

τ) = dim(<Φ∨
M>

⊥∩Eτ) =
Fq-rank(RM). The formula we have to prove can now be written

∑

{Q|Q∩H=Q0}

(−1)dim(FQ∩Eτ ) = (−1)dim(FQ0∩E
τ ).

But any facet of HG is equal to some FQ when Q runs over the parabolic
subgroups which contains T (since, for x ∈ E, the set {α ∈ Φ∨

G | 〈 x, α 〉 ≥ 0 }
defines a parabolic subset of Φ∨

G such that x is in the corresponding facet; see
1.20 (ii)), so the same property is true for the set of hyperplanes which is the

trace in Eτ of HG. Moreover

Q ∩H = Q0 ⇔ FQ ⊂ FQ0
,

so we can rewrite the formula as
∑

F⊂FQ0∩E
τ

(−1)dimF = (−1)dimFQ0∩E
τ

.

But this last formula is well-known: it expresses the fact that the Euler
characteristic of the convex open set FQ0

∩ Eτ can be computed using the

subdivision into facets defined by HG ∩ E
τ .

8.13 Corollary (of 8.11). ∗RG
L ◦DG = DL ◦

∗RG
L .

Proof: This is just the adjoint formula.

8.14 Corollary. DG ◦DG is the identity functor.

Proof: Let B be a rational Borel subgroup of G and let T be a rational

maximal torus of B. The Borel subgroup B determines a τ -stable basis Π
of the root system Φ of G relative to T. The rational parabolic subgroups

of G which contain B correspond one-to-one to the τ -stable subsets of Π,
i.e., to the subsets of the set Π of τ -orbits in Π. If PI denotes the para-

bolic subgroup corresponding to I ⊂ Π, then r(PI) = |I|. Indeed, for LI

a rational Levi subgroup of PI containing T, we saw in the proof of 8.12
that r(PI) = Fq-rank(G) − Fq-rank(RLI); but Fq-rank(G) = dim(Eτ) and

Fq-rank(RLI) = dim(<Φ∨
LI
>⊥∩Eτ), so r(PI) = dim(<ΦLI

>∩Eτ) = |I|.

Thus we can write DG =
∑

I⊂Π(−1)|I|RG
LI

∗RG
LI

, whence

DG ◦DG =
∑

I⊂Π

(−1)|I|RG

LI
◦ ∗RG

LI
◦DG =

∑

I⊂Π

(−1)|I|RG

LI
◦DLI

◦ ∗RG

LI

=
∑

I⊂Π

(−1)|I|
∑

K⊂I

(−1)|K|RG

LI
◦RLI

LK
◦ ∗RLI

LK
◦ ∗RG

LI

=
∑

K⊂Π

(−1)|K|(
∑

I⊃K

(−1)|I|)RG

LK
◦ ∗RG

LK
= Id;
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the last equality uses the fact that
∑

I⊃K(−1)|I| = 0 if K 6= Π.

The following result shows that the dual of an irreducible character is an
irreducible character up to a sign determined by the Harish-Chandra series

of the character.

8.15 Corollary. Let δ ∈ Irr(LF ) be a cuspidal character and let χ ∈
Irr(GF ) be such that 〈χ,RG

L δ 〉GF 6= 0. Then (−1)r(L)DG(χ) ∈ Irr(GF ).

Proof: We have 〈χ, χ 〉GF = 〈χ,DG ◦DGχ 〉GF = 〈DGχ,DGχ 〉GF (see
8.10), so DG(χ) is an irreducible character up to sign. As δ is cuspidal,

all summands in the formula for DL(δ) are zero except one of them and we
have DL(δ) = (−1)r(L)δ. So, by 8.10, 8.11 and this remark, we have

(−1)r(L)〈DGχ,R
G

L δ 〉GF = (−1)r(L)〈χ,DGR
G

L δ 〉GF

= (−1)r(L)〈χ,RG

LDLδ 〉GF = 〈χ,RG

L δ 〉GF > 0,

whence the result.

8.16 Corollary (of 8.12). If s is the semi-simple part of an element
x ∈ GF , then

εG(DGχ)(x) = εC◦
G

(s)(DC◦
G

(s) ◦ ResGC◦
G

(s) χ)(x).

Proof: If L is a rational Levi subgroup of a rational parabolic subgroup P

of G, we have (see remarks after 8.9) RG
L ◦

∗RG
L χ = IndGF

PF (χ′), if χ′(p) =
∗RG

L (χ)(p) where p is the image of p in L, whence

(RG

L ◦
∗RG

L χ)(x) = |PF |−1
∑

{g∈GF |gP∋x}

(∗RG

L χ)(g−1x) =
∑

{P′ ∼
GF

P|P′∋x}

(∗RG

L′χ)(x)

where P′ in the last summation denotes a rational parabolic subgroup of G,
where L′ is a rational Levi subgroup of P′, and x denotes the image of x in

L′. As any rational parabolic subgroup of G is GF -conjugate to some P ⊃ B,
we have

(DGχ)(x) =
∑

P⊃B

(−1)r(P)
∑

{P′ ∼
GF

P|P′∋x}

(∗RG

L′χ)(x) =
∑

P′∋x

(−1)r(P
′)(∗RG

L′χ)(x).

(1)
By 7.6 we then get

(DGχ)(x) =
∑

P∋x

(−1)r(P)(∗R
C◦

G(s)

L∩C◦
G

(s)χ)(x)

=
∑

P′

(
∑

{P|P∩C◦
G

(s)=P′}

(−1)r(P))(∗R
C◦

G(s)

L′ χ)(x)
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where P′ runs over the set of rational parabolic subgroups of C◦
G(s) and where

L′ is any rational Levi subgroup of P′. If we now apply 8.12 with H = C◦
G(s)

and compare with the equality (1) applied in C◦
G(s), we get the result.
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9. THE STEINBERG CHARACTER

In this chapter we use duality to define and study the famous “Steinberg
character” which was originally defined by Steinberg in [R. Steinberg Prime

power representations of finite linear groups I, II, Canad. J. Math., 8 (1956),
580–591; 9 (1957), 347–351].

9.1 Definition. The irreducible character StG = DG(IdG) where IdG is the
trivial character of GF is called the Steinberg character of GF .

Note that StG is a true character (and not the opposite of a character) as,

by 7.4, for any rational Levi subgroup L of a rational parabolic subgroup
we have ∗RG

L (IdG) = IdL, thus in particular 〈 IdG, R
G
T(IdT) 〉GF 6= 0 where

T is a quasi-split torus of G, and as r(T) = 0 we get the result by 8.15.
Note also that to avoid cumbersome notation we write IdG and StG instead

of IdGF and StGF ; we shall later use the same kind of notation for the regular
representation.

As the duality and the Harish-Chandra restriction commute we get

∗RG

L StG = ∗RG

LDG(IdG) = DL
∗RG

L (IdG) = DL(IdL) = StL .

In the case of a torus we have the following more precise result.

9.2 Lemma. Let T be a rational maximal torus of a rational Borel subgroup

B of G; then

ResG
F

BF StG = IndBF

TF IdT .

Proof: Using the definitions of StG and of DG we get

StG =
∑

I⊂Π

(−1)|I| IndGF

PF
I

IdPI

(the notation is the same as in the proof of 8.14). So we have

ResG
F

BF (StG) =
∑

I⊂Π

(−1)|I| ResG
F

BF IndGF

PF
I

IdPI

=
∑

I⊂Π

(−1)|I|
∑

w∈ZI

IndBF

BF ∩wPI
Res

PF
I

BF ∩wPI
IdPI

,
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the last equality following from the Mackey formula for induction and restric-
tion, where we have denoted by ZI the set of rational reduced-I ′ elements of

the Weyl group W of T if I ⊂ Π is the image of the F -stable subset I ′ ⊂ Π
(the set ZI is a set of representatives for the rational double cosets B\G/PI

and is also a set of representatives for the double cosets BF\GF/PF
I ; see 5.5

and 5.6). But we have B∩ wPI = B∩ wB. Indeed, as for any v∈WI′ we have

l(w) + l(v) = l(wv), so for any v ∈ WI′ we have wBvB ⊂ BwvB; whence
Bw∩wBvB ⊂ Bw∩BwvB, and this last intersection is empty if v is different

from 1. So we have

Bw ∩ wPI = Bw∩wBWI′B = Bw ∩





∐

v∈WI′

wBvB



 = Bw ∩ wB.

Using this result in the formula for ResG
F

BF StG and exchanging the summations

give

ResG
F

BF StG =
∑

w∈W

(
∑

{I⊂Π|w∈ZI}

(−1)|I|) IndBF

BF ∩wB IdB∩wB .

For w ∈ W F we put Πw = { i ∈ Π | ∃α∈i, wα > 0 } (if this condition is
satisfied for one α∈i, it is also satisfied for any element of i, as w∈W F ). The

set ZI contains w ∈W F if and only if I ⊂ Πw, so

∑

{ I⊂Π|w∈ZI }

(−1)|I| =
∑

I⊂Πw

(−1)|I|,

which is different from zero only if Πw = ∅, in which case w maps any positive

root to a negative one. This happens for one and only one element of W , the
longest element (see, e.g., [Bbk, VI Cor. 3 of 1.6]), which is rational because

of its uniqueness, and in that case we have B∩ wB = T, whence the result.

9.3 Corollary. We have

StG(x) =
{

εGε(CG(x)◦)|CG(x)◦F |p if x is semi-simple,
0 otherwise.

Proof: Let s be the semi-simple part of x. We have

StG(x) = DG(IdG)(x) = εGεC◦
G

(s)(DC◦
G

(s)(IdC◦
G

(s)))(x) = εGεC◦
G

(s) StC◦
G

(s)(x)

by 8.16. So we may assume that s is central in G. But then there exists

a rational Borel subgroup B which contains x. Indeed the unipotent part
of x is contained in a rational Borel subgroup as is any rational unipotent

element (see 3.20), and s, being central, is contained in any Borel subgroup.
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So by lemma 9.2 we have StG(x) = (ResG
F

BF StG)(x) = (IndBF

TF IdT)(x). Thus
StG(x) = 0 if x has no conjugate in TF , i.e., is not semi-simple, and if x = s

we get, by 3.19,
StG(x) = |BF |/|TF | = |GF |p,

whence the result.

9.4 Corollary (of 9.3). The dual of the regular representation regG of
GF is DG(regG) = γp, where γp denotes the element of C(GF ) whose value is

|GF |p′ on unipotent elements and 0 elsewhere.

Proof: By 7.4 and 7.5 we have DG(χ.f) = DG(χ).f for any χ ∈ C(GF ) and
any f ∈ C(GF )p′ . So, since clearly γp ∈ C(G

F )p′, we have

DG(γp) = DG(IdG .γp) = DG(IdG)γp = StG.γp = regG,

the last equality by 9.3.

9.5 Corollary (of 9.4). The number of unipotent elements in GF is equal

to (|GF |p)
2.

Proof: This formula is easily deduced from 9.4 by writing

〈 regG, regG 〉 = 〈 γp, γp 〉.

9.6 Proposition. For any character χ of LF we have

StG.R
G

L (χ) = IndG
F

LF (StL .χ).

Proof: Let C(GF
p′) be the space of class functions on GF

p′ (the set of elements
of order prime to p, which is also the set of semi-simple elements of GF ; see

3.18); we identify C(GF
p′) with the subspace of C(GF ) consisting of functions

which are zero outside GF
p′ . For f ∈ C(GF

p′), let us denote by Br f the element

of C(GF ) defined by (Br f)(x) = f(s) where s is the semi-simple part of
x (Br is similar to the “Brauer lifting” in block theory). Then we have

Br f = DG(StG.f). Indeed Br f ∈ C(GF )p′, so, as in the proof of 9.4 we have
DG(IdG .Br f) = DG(IdG).Br f = StG.Br f = StG.f , whence the result as

DG is an involution. So for any χ ∈ C(GF ) we have DG(χ.StG) = Br(χ|GF
p′
).

But for any f ∈ C(GF )p′ , as Br f ∈ C(GF )p′, we have, by 7.4,

∗RG

L (Br f) = ResG
F

LF Br f = Br(Res
GF

p′

LF
p′
f).
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If we apply 8.11 and then the two previous formulae we find

DL(∗RG

L (χ.StG)) = ∗RG

L (DG(χ.StG)) = ∗RG

L (Br(χ|GF
p′
))

= Br(χ|LF
p′
) = DL(StL .ResG

F

LF χ),

which gives after applying DL

∗RG

L (χ.StG) = (ResG
F

LF χ). StL,

whence the proposition by adjunction since the multiplication by StG is self-

adjoint.
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10. ℓ-ADIC COHOMOLOGY

Let X be an algebraic variety over Fq and ℓ be a prime number different
from the characteristic p of Fq. Using the results of Grothendieck one can

associate to X groups of ℓ-adic cohomology with compact support H i
c(X,Qℓ)

(see [SGA4 1

2
, Rapport, 2.10]) which are Qℓ-vector spaces of finite dimension.

This cohomology theory is a powerful tool. It will be used in the next chapter
to define Deligne-Lusztig induction. We recall in this chapter those properties

of ℓ-adic cohomology that we need . Throughout this chapter X, will stand
for an algebraic variety over Fq. The reader who wants to keep within the

framework of chapter 3 may assume that all the varieties in this chapter are
quasi-projective.

10.1 Proposition. We have H i
c(X,Qℓ) = 0 if i /∈ { 0, . . . , 2 dimX }.

Proof: See [SGA4, XVII, 5.2.8.1].

We shall put H∗
c (X) =

∑

i(−1)iH i
c(X,Qℓ); it is a virtual Qℓ-vector space of

finite dimension. Henceforth we shall write H i
c(X) for H i

c(X,Qℓ), since we
shall consider only cohomology with coefficients in Qℓ.

10.2 Proposition. Any finite morphism X→ X induces a linear endomor-

phism of H i
c(X) for any i, and this correspondence is functorial; a Frobenius

endomorphism induces an automorphism of this space.

Proof: The first assertion expresses the functoriality of ℓ-adic cohomology.
For the second assertion see, e.g., [SGA4 1

2
, Rapport, 1.2].

10.3 Definition. If g ∈ Aut(X) is of finite order, we call the Lefschetz

number of g the number L(g,X) = Trace(g | H∗
c (X)).

The fundamental property of ℓ-adic cohomology is the “Lefschetz theorem”:

10.4 Theorem. Let F be the Frobenius endomorphism associated to an

Fq-structure on X. We have |XF | = Trace(F | H∗
c (X)).

Proof: See [SGA4 1

2
, Rapport, 3.2].

10.5 Corollary. Assume that X is defined over Fq, with Frobenius en-

domorphism F , and that g ∈ Aut(X) is a rational automorphism of finite
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order; then we have L(g,X) = R(t)|t=∞, where R(t) is the formal series
−

∑∞
n=1 |X

gFn
|tn.

This result is an example of the power of ℓ-adic cohomology: it proves that
R(t)|t=∞ is the value at g of some character for any finite subgroup of Aut(X)

containing g. No other proof of this fact is known.

Proof: As g and F commute, they can be reduced to a triangular form
in the same basis of ⊕iH

i
c(X) (note that F is not necessarily semi-simple).

Let λ1, . . . , λk be the eigenvalues of F and x1, . . . , xk be those of g, and let
εi = ±1 be the sign of the cohomology space (in H∗

c (X)) in which λi and xi
are eigenvalues. As gF n is also a Frobenius endomorphism on X for any n
(see 3.6 (i)), we have by 10.4

R(t) = −
∞
∑

n=1

k
∑

i=1

εiλ
n
i xit

n =
k

∑

i=1

εixi
−λit

1− λit

whence R(t)|t=∞ =
∑k

i=1 εixi.

10.6 Corollary. The Lefschetz number L(g,X) is a rational integer inde-
pendent of ℓ.

Proof: The independence of ℓ is a clear consequence of 10.5 as, given g,
there always exists a rational structure on X over some finite subfield of Fq

such that g is rational, see 3.6 (iv). Moreover the proof of 10.5 shows that
R(t) is in Qℓ(t). As it is a formal series with integral coefficients, it has to

be in Q(t). So we have L(g,X) ∈ Q. But a Lefschetz number is an algebraic
integer since it is equal to

∑k
i=1 εixi where all xi are roots of unity (of the

same order as g), whence the result.

In the following propositions we shall list properties of the Lefschetz numbers.
When these properties can be proved directly using 10.5, we shall give that

proof; but we shall also give, without proof, the corresponding result on ℓ-adic
cohomology, if it exists.

10.7 Proposition.

(i) Let X = X1

∐

X2 be a partition of X into two subvarieties with X1 open
(so X2 closed). We have a long exact sequence

. . .→ H i
c(X1)→ H i

c(X)→ H i
c(X2)→ H i+1

c (X1)→ . . . ,

whence H∗
c (X) = H∗

c (X1) +H∗
c (X2) as virtual vector spaces.

(ii) If in (i) X1 is also closed, then the exact sequence of (i) splits, and for

any i we have H i
c(X) ≃ H i

c(X1)⊕H
i
c(X2).
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(iii) Let X =
∐

j Xj be a finite partition of X into locally closed subvarieties;
if g is an automorphism of finite order of X which stabilizes (globally)

this partition, we have L(g,X) =
∑

{ j|gXj=Xj } L(g,Xj).

Proof: For (i) and (ii) see, e.g., [SGA4, XVII, 5.1.16.3]. We prove (iii). Let

F be a Frobenius endomorphism which commutes with g and is such that all
Xj are rational; see 3.6 (iv). Assertion (iii) is clear from 10.5 and the equality

|XgFn
| =

∑

{ j|gXj=Xj } |X
gFn

j |.

10.8 Proposition. Assume that the variety X is reduced to a finite number
of points.

(i) We have H i
c(X) = 0 if i 6= 0 and H0

c (X) ≃ Qℓ[X].
(ii) Any permutation g of the finite set X defines an automorphism of the

variety X, and H∗
c (X) ≃ Qℓ[X] is a permutation module under g. We

have L(g,X) = |Xg|.

Proof: These results are clear from 10.1 and 10.7.

10.9 Proposition. Let X and X′ be two varieties.
(i) We have Hk

c (X × X′) ≃
⊕

i+j=kH
i
c(X) ⊗Qℓ

Hj
c (X

′) (the “Künneth for-

mula”).
(ii) Let g ∈ AutX (resp. g′ ∈ AutX′) be automorphisms of finite order;

then we have L(g × g′,X×X′) = L(g,X)L(g′,X′).

Proof: For (i) see [SGA4, XVII, 5.4.3]. Let us prove (ii). We write f ∗
h =

∑

i≥0 aibit
i for the Hadamard product of two formal series f =

∑

i≥0 ait
i

and h =
∑

i≥0 bit
i. We have to show that the series f =

∑

n≥1 |X
gFn
|tn and

h =
∑

n≥1 |X
′g′Fn
|tn satisfy the relation −(f ∗h)|t=∞ = −f |t=∞×−h|t=∞. But

this result follows easily from the proof of 10.5, because these two series are
linear combinations of series of the form t/(1−λt) and such series satisfy the

equality.

10.10 Proposition. Let H ⊂ AutX be a finite subgroup such that the
quotient variety X/H exists (which is always true if X is quasi-projective).

Consider an automorphism g ∈ AutX of finite order which commutes with
all elements of H . Then:

(i) The Qℓ[g]-modules H i
c(X)H and H i

c(X/H) are isomorphic for any i,
(ii) L(g,X/H) = |H|−1

∑

h∈H L(gh,X).

Proof: For (i) see, e.g., [SGA4, XVII, 6.2.5]. Let us prove (ii). Let us choose
a rational structure on X such that g and all elements of H are rational. If

F is the associated Frobenius endomorphism, it induces on X/H a rational
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structure (e.g., by 3.3 (i)), and we have

|(X/H)gF
n

| = |H|−1
∑

h∈H

|XghFn

|,

whence the result.

10.11 Proposition. Let X be an affine space of dimension n; then:

(i) dimH i
c(X) =

{

1, if i = 2n,
0, otherwise.

(ii) If F is the Frobenius endomorphism associated to some Fq-structure on
X, we have |XF | = qn.

(iii) For any finite order g ∈ Aut(X) we have L(g,X) = 1.

Proof: For (i) see, e.g., [Sr, 5.7]. Note that (iii) is straightforward from

(ii). Let us prove (ii). Let λ be the scalar by which F acts on the one-
dimensional space H2n

c (X); for any m > 0 we have |XFm
| = λm so λ is a

positive integer. We now show that, if A = A◦⊗Fq Fq defines the Fq-structure
on X, there exists n0 such that A0 ⊗Fq Fqn0 ≃ Fqn0 [T1, . . . , Tn]. Indeed we

have A ≃ Fq[T1, . . . , Tn], so if A◦ is generated by t1, . . . , tk and if n0 is such
that all ti are in Fqn0 [T1, . . . , Tn] we have A◦ ⊗Fq Fqn0 ⊂ Fqn0 [T1, . . . , Tn] and

this inclusion has to be an equality because these two Fqn0 -spaces have equal
tensor products with Fq. For any m multiple of n0 we have |XFm

| = qmn, so

λ = qn, which proves (ii) by 10.4.

10.12 Proposition. Let X
π
−−→X′ be an epimorphism such that all fibres

are isomorphic to affine spaces of the same dimension n. Let g ∈ AutX (resp.
g′ ∈ AutX′) be finite order automorphisms such that g′π = πg.

(i) The Qℓ[g]-moduleH i
c(X) is isomorphic to H i−2n

c (X′)(−n), a “Tate twist”
of the module Hj

c (X
′) (if g acts on this last module by the action of g′).

(See [Sr, III page 47] for the definition of a “Tate twist”; note that
Hj
c (X

′)(−n) and Hj
c (X

′) are isomorphic vector spaces and that for any

Fq-structure on X′ the action of F on Hj
c (X

′)(−n) is qn times the action
of F on Hj

c (X
′).)

(ii) We have L(g,X) = L(g′,X′).

Proof: For (i) see [Sr, 5.5, 5.7]. Let us prove (ii). We choose rational

structures on X and X′ over the same field Fq such that π is rational. By
10.11 (ii) we have

|XgFm

| =
∑

y∈X′g′F m

|π−1(y)gF
m

| = |X′g′Fm

|qmn,

whence the result.
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10.13 Proposition. Let G be a connected algebraic group acting on the
variety X.

(i) Any element g ∈ G acts trivially on H i
c(X) for any i.

(ii) Let g ∈ G be such that the induced isomorphism is of finite order; then

L(g,X) = L(1,X).

Proof: The proof of (i) may be found in [DL1, 6.4, 6.5]. Let us prove (ii).

We choose rational structures on G and X such that the action of G is rational
(e.g., apply 3.6 (iv)), i.e., we have F(gx) = FgFx for all (g, x) ∈ G×X. If n

is a positive integer, by the Lang-Steinberg theorem 3.10 there exists h ∈ G

such that h.F
n
h−1 = g. But then x 7→ h−1x defines a bijection from XgFn

onto XFn
, so we have |XgFn

| = |XFn
|, whence the result.

10.14 Proposition. Let g = su be the decomposition of the finite order
automorphism g ∈ AutX into the product of a p′-element s and a p-element

u. Then we have L(g,X) = L(u,Xs).

Proof: This result cannot be proved by means of a computation using only

Lefschetz numbers. One has to use directly the definition of ℓ-adic cohomol-
ogy (see [DL1, 3.1]).

10.15 Proposition. Let T be a torus acting on a variety X and let g ∈
AutX be a finite order automorphism commuting with the action of T. Then
for any t ∈ T we have L(g,X) = L(g,Xt). Moreover, if X is affine, we have

L(g,X) = L(g,XT).

Proof: Let g = su be the decomposition of g into its p′-part and its p-part;

by 10.14 we have L(g,X) = L(u,Xs). The action of T commutes with g, so
commutes also with s, thus T acts on Xs. As this group is connected the

action of any t ∈ T on H∗
c (X

s) is trivial by 10.13. Hence for any t ∈ T we
have

L(u,Xs) = L(ut,Xs) = L(u, (Xs)t) = L(u, (Xt)s) = L(g,Xt),

the second and the last equalities coming from 10.14. If X is affine 0.7 shows
that there exists t ∈ T such that XT = Xt.
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11. DELIGNE-LUSZTIG INDUCTION; THE
MACKEY FORMULA

We are going now to extend the construction of the functor RG
L to the case

where L is a rational Levi subgroup of G which is not the Levi subgroup of

any rational parabolic subgroup of G.

Example. We would like to generalize the construction of 6.2 to the case
of the unitary groups (see 15.1), but the construction used there does not

work, since the Frobenius morphism on Un+m maps the parabolic subgroup
(

Un ∗
0 Um

)

to the parabolic subgroup
(

Un 0
∗ Um

)

which is not conjugate

to it if n 6= m. Actually, in this case the rational Levi subgroup
(

Un 0
0 Um

)

is not a Levi subgroup of any rational parabolic subgroup.

The idea that Deligne and Lusztig had was to associate to any parabolic

subgroup P with L as a Levi subgroup an algebraic variety X on Fq, en-
dowed with an action of GF × LF opp

such that when P = FP we have

H∗
c (X) ≃ Qℓ[G

F/UF ], and to define RG
L as the functor associated to the GF -

module-LF afforded by H∗
c (X). This construction of Deligne and Lusztig was

first published by Lusztig (see [L1]) and is traditionally called the “Lusztig

functor” (or the “Lusztig induction”). More precisely:

11.1 Definition. The Lusztig functor RG
L⊂P, where P = LU is a Levi de-

composition of P, is the generalized induction functor associated to the GF -

module-LF afforded by H∗
c (L

−1(U)), where L : G → G is the Lang map
x 7→ x−1Fx, and where the action of (g, l) ∈ GF × LF opp

is induced by that

on L−1(U) given by x 7→ gxl.

The adjoint functor is denoted by ∗RG
L⊂P (and sometimes called the “Lusztig

restriction”).

We note that if P is rational then U is also, in which case if x ∈ L−1(U) then

xu is also for any u ∈ U. We thus get a map x 7→ xU : L−1(U) → G/U,
whose image is (G/U)F ≃ GF/UF and whose fibres are all isomorphic to

the affine space U (see 0.31 (i) and 0.33). Applying 10.12 (i) and 10.8 we
get H∗

c (X) ≃ Qℓ[G
F/UF ] as GF -modules-LF , which proves that the Lusztig

induction is indeed a generalization of the Harish-Chandra induction.
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From 4.5 we immediately obtain the following formulae.

11.2 Proposition. With the above notation, we have

(RG

L⊂Pχ)(g) = |LF |−1
∑

l∈LF

Trace((g, l) | H∗
c (L

−1(U)))χ(l−1)

and

(∗RG

L⊂Pψ)(l) = |GF |−1
∑

g∈GF

Trace((g, l) | H∗
c (L

−1(U)))ψ(g−1).

We will need the fact that the LF -module-GF affording ∗RG
L⊂P can also be

defined with the “dual variety”.

11.3 Proposition. The LF -module-GF afforded by H∗
c (L

−1(U)) for the

action induced from that on L−1(U) given, for (g, l) ∈ GF × LF , by x 7→
g−1xl−1, is isomorphic in the Grothendieck group of LF -modules-GF to the

module which defines ∗RG
L⊂P.

Proof: As Lefschetz numbers are integers, (g, l) and (g−1, l−1) have the same

trace on the cohomology of L−1(U). But the trace of an element is the same

on a given module as on its dual. Thus the module dual to that defining
RG

L⊂P and the module of the statement afford the same character. They are

thus isomorphic, since group algebras over an algebraically closed field of
characteristic 0 are semi-simple so an element of the Grothendieck group is

defined by its character.

We will denote by L−1(U)∨ the variety L−1(U) endowed with the above action
of GF × LF .

The next proposition also results from the fact that the Lefschetz numbers

are integers.

11.4 Proposition. Let π ∈ Irr(LF ) and let π be the contragredient repre-
sentation; then the contragredient of RG

L⊂P(π) is RG
L⊂P(π).

Proof: The proposition results immediately from formula 11.2 and from the
fact that the trace of an element x on a given representation is equal to the

trace of x−1 on the contragredient representation.

11.5 Transitivity. Let Q ⊂ P be two parabolic subgroups of G, and let

M (resp. L) be a rational Levi subgroup of Q (resp. P). Assume that M ⊂ L.
Then RG

L⊂P ◦R
L
M⊂L∩Q = RG

M⊂Q.
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Proof: According to 4.4 (see 4.7) we must show that there is an isomorphism
of GF -modules-MF

H∗
c (L

−1(U))⊗Qℓ[L
F ] H

∗
c (L

−1(V ∩ L)) ≃ H∗
c (L

−1(V)),

where P = LU (resp. Q = MV) is the Levi decomposition of P (resp. Q).
This results from the isomorphism of “LF -varieties-MF” given by

L−1
G (U)×LF L−1

L (V ∩ L) ≃ L−1(V)

(x, l) 7→ xl,

(where the notation is as in 0.42 and where L−1 has been indexed to specify

in which group we take the inverse image) when we apply the properties
10.9 and 10.10 of the cohomology. (We may apply 10.10 since L−1(U) and

L−1(V ∩ L) are affine as closed subvarieties of G.)

11.6. The rest of this chapter is devoted to the study of the “Mackey formula”
(5.1) for the Lusztig functors. At the present time, we do not know of a proof

in all cases; we are going to give those reductions that we can make and deduce
the formula in some known cases. It is conjectured that the formula always

holds; in addition to the results proved below, there is an “asymptotic” proof

(for p and q large enough) due to Deligne, and verifications in some special
cases (e.g., GLn and Un in [DM2, 2.1]).

Let us first consider the left-hand side, i.e., the composite functor ∗RG
L⊂P ◦

RG
L′⊂P′ where P = LU and P′ = L′U′ are two Levi decompositions with L

and L′ rational. Then, by 4.4, this composite functor is associated to the

LF -module-L′F given by H∗
c ((L

−1(U))∨) ⊗Qℓ[G
F ] H

∗
c (L

−1(U′)) where (g, l′) ∈
GF × L′F acts on L−1(U′) by x′ 7→ gx′l′ and where (L−1(U))∨ is as defined

after 11.3. This tensor product of cohomology spaces is isomorphic, by the
Künneth formula 10.9 and by 10.10 (see proof of 11.5 above), to the LF -

module-L′F given by H∗
c (L

−1(U)×GF L−1(U′)) (the quotient by the action of
g ∈ GF on L−1(U)× L−1(U′) identifies (x, x′) with (gx, gx′)).

11.7 Lemma. Let Z = {(u, u′, g) ∈ U × U′ × G | u.Fg = gu′}. The map
ϕ : (x, x′) 7→ (L(x),L(x′), x−1x′) is an isomorphism of LF -varieties-L′F from

L−1(U) ×GF L−1(U′) to Z; it maps the action of (l, l′) ∈ LF × L′F to the
action on Z given by (u, u′, g) 7→ (lu, l

′−1
u′, lgl′).

Proof: Let us first consider the map on L−1(U) × L−1(U′) defined by the
same formula. The image of this map is clearly in Z. On the other hand,

an easy computation shows that (x, x′) and (y, y′) have the same image if
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and only if there is some γ ∈ GF such that (x, x′) = (γx, γx′), so the map
factors through ϕ, and ϕ is injective. It remains to show that ϕ is surjective;

let (u, u′, g) ∈ Z and let x and x′ be any elements of G such that u = L(x)
and u′ = L(x′). We also have u = L(γx) for any γ ∈ GF , so it is enough to

show that we may choose γ such that x−1γ−1x′ = g; but indeed xgx′−1 ∈ GF

because u.Fg = gu′. The formula for the action on Z is clear.

Since by 5.6 we have G =
∐

w∈L\S(L,L′)/L′
F−1

PwF−1
P′, we have

Z =
∐

w∈L\S(L,L′)/L′

Zw,

a union of the locally closed subvarieties

Zw = {(u, u′, g) ∈ U×U′ × F−1

PwF−1

P′ | u.Fg = gu′}.

Introducing the new variables w′ = w.Fw−1, F ′ = w′F and (u1, u
′
1, g1) =

(u, wu′, gw−1), we have Zw ≃ Z′
w, where

Z′
w = {(u1, u

′
1, g1) ∈ U× wU′ × F−1

PF ′−1

(wP′) | u1.
Fg1 = g1u

′
1w

′}

and we have used the fact that wF−1
P′ = F ′−1

(wP′). The action of LF × L′F

on Z induces an action of LF × (wL′)F
′

on Z′
w which is given in the new

coordinates by the same formula as before.

At this stage we may “forget w”, i.e., express everything in terms of the new

variables V = wU′, Q = wP′ and M = wL′. With these notations the variety

Z′
w = { (u1, v1, g1) ∈ U×V × F−1

PF ′−1

Q | u1.
Fg1 = g1v1w

′ }

is endowed with an action of (l,m) ∈ LF × MF ′
given by (u1, v1, g1) 7→

(lu1,
m−1

v1, lg1m).

We are now going to use the decomposition F−1
PF ′−1

Q = F−1
ULMF ′−1

V.

11.8 Lemma. The cohomology of the variety

Z′′
w = { (u, v, u′, v′, n) ∈ U×V × F−1

U× F ′−1

V × LM | u.Fn = u′nv′vw′ }

is isomorphic as an LF -module-MF ′
to that of Z′

w; the isomorphism of coho-

mology spaces is induced by the fibration

π : Z′′
w → Z′

w : (u, v, u′, v′, n) 7→ (u.Fu′−1, v.F
′

v′, u′nv′),
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and the isomorphism of LF -modules-MF ′
is for the action induced by the

action of (l,m) ∈ LF ×MF ′
on Z′′

w given by

(u, v, u′, v′, n) 7→ (lu, m
−1

v, lu′, m
−1

v′, lnm).

Proof: Once we get the isomorphism of cohomology spaces, everything else

is a straightforward computation. To get that isomorphism we will use 10.12;
for that we need to compute the fibres of π, i.e., determine the quintuples

(u, v, u′, v′, n) which are mapped by π to (u1, v1, g1). Since, once u1 and v1 are
given, u and v are determined by u′ and v′, it is equivalent to find the triples

(u′, v′, n) such that g1 = u′nv′, which is in turn equivalent to finding the

pairs (u′, v′) such that u′−1g1v
′−1 ∈ LM. Let us choose some decomposition

g1 = u′
1lmv

′
1 where u′

1 ∈
F−1

U, v′1 ∈
F ′−1

V, l ∈ L and m ∈M; the condition

on (u′, v′) can be written as ll
−1

(u′−1u′
1)
m(v′1v

′−1)m ∈ LM; introducing the
new variables u′′ = l−1

(u′−1u′
1) and v′′ = m(v′1v

′−1) the condition on the pair

(u′′, v′′) ∈ F−1
U×F ′−1

V becomes u′′v′′ ∈ LM, i.e., u′′−1L∩v′′M 6= ∅. Using 5.8

for the parabolic subgroups F−1
P and F ′−1

Q it is easy to see that the solutions
are all pairs of the form (yx−1a−1, ay) where x ∈ F−1

U ∩M, y ∈ F ′−1

V ∩ L

and a ∈ F−1
U∩ F ′−1

V. Thus all fibres of π are isomorphic to the affine space
(F

−1
U ∩M)× (F

′−1

V ∩ L)× (F
−1

U ∩ F ′−1

V), whence the lemma.

We do not know in general how to transform the left-hand side of the Mackey

formula much further towards our goal; the idea that we will use now is to
find an action on Z′′

w of a subgroup of L ×M whose identity component is

a torus which commutes to LF ×MF ′
; using 10.15 we may then replace Z′′

w

by its fixed points under that torus. This will work if we can find a large
enough torus. Note that the image of some quintuple (u, v, u′, v′, n) ∈ Z′′

w

under (l,m) ∈ L×M is in Z′′
w if and only if

Fn−1
(l−1.F l) = w′−1

(mF ′
m−1).

Let Z(L) (resp. Z(M)) be the centre of L (resp. of M) and put

Hw = { (l,m) ∈ Z(L)× Z(M) | l−1.F l = w′−1

(mF ′

m−1) }.

Then the identity component H◦
w is a torus (a connected subgroup of Z(L)◦×

Z(M)◦), and the image of (u, v, u′, v′, n) ∈ Z′′
w under (l,m) ∈ Hw is still in

Z′′
w. Indeed if we write n = λµ with (λ, µ) ∈ L ×M, the condition for the

image of (u, v, u′, v′, n) under (l,m) to be in Z′′
w can be written

Fλ−1
(l−1F l) =

w′−1F ′
µ(mF ′

m−1) which holds when (l,m) ∈ Hw since l−1F l ∈ Z(L) and
mF ′

m−1 ∈ Z(M).

The torus H◦
w is large enough for our purpose when one of the Levi subgroups

is included in the other one, e.g., when M ⊂ L. From now on we will assume
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that hypothesis (beware that in our initial notation this means that wL′ ⊂ L

for the given element w). To determine H◦
w in that case, we will use the

“norm” on a torus.

11.9 Notation. Let T be a torus defined over Fq and let F be the corre-

sponding Frobenius endomorphism; given a non-zero integer n ∈ N, we define
the morphism

NFn/F : T→ T

by τ 7→ τ.Fτ . . . F
n−1
τ .

11.10 Lemma.

(i) The first projection maps H◦
w surjectively to Z(L)◦.

(ii) If H◦
w has any fixed point in Z′′

w then

H◦
w = { (l, l−1) | l ∈ Z(L)◦ }.

(iii) In general H◦
w = { (NFn/F (τ), NF ′n/F ′(w

′
τ−1)) | τ ∈ Z(L)◦ }, where n is

such that Fn
w = w (for such an n we have F ′n = F n and Fn

w′ = w′);

and H◦
w ∩ (LF ×MF ′

) consists of the pairs such that τ ∈ (Z(L)◦)F
n
.

Proof: If l ∈ Z(L)◦ then w′
(l−1F l) ∈ w′

Z(L)◦ = w′FZ(L)◦ ⊂ F ′
Z(M)◦ =

Z(M)◦. Thus by the Lang-Steinberg theorem there is some m ∈ Z(M)◦

such that w′
(l−1F l) = mF ′

m−1, so the first projection maps Hw surjectively to

Z(L)◦. As Z(L)◦ is connected this projection is still surjective when restricted
to H◦

w, whence (i).

Suppose there exists (u, u′, v, v′, n) ∈ Z′′
w fixed by H◦

w. Then in particular for

any (l,m) ∈ H◦
w we have lnm = n. Since n ∈ LM and l ∈ Z(L), m ∈ Z(M),

we get lm = 1, whence the inclusion H◦
w ⊂ { (l, l−1) | l ∈ Z(L)◦ }. Since the

first projection is surjective, this gives (ii).

We now prove (iii). Let H1 stand for the group that we want H◦
w to be

equal to. A straightforward computation shows that H1 ⊂ Hw (note that
w′
τ ∈ w′

Z(L)◦ = Z(M)◦). As H1 is the image of the connected group Z(L)◦,

it is connected; thus H1 ⊂ H◦
w. On the other hand the first projection maps

H1 surjectively to Z(L)◦ since by the Lang-Steinberg theorem any t ∈ Z(L)◦

can be written s.F
n
s−1 with s ∈ Z(L)◦. Thus we get t = NFn/F (τ) where

τ = sFs−1, and t is the projection of (NFn/F (τ), NF ′n/F ′(w
′
τ−1)). As two

elements of Hw have the same first projection only if their second projections
differ by an element of MF ′

, the group H1 is of finite index in H◦
w, thus is

equal to it since it is connected.
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We note for future reference that, by 10.13 (i), a representation π ⊗ π′ ∈
Irr(LF × (MF ′

)opp) can occur in some H i
c(Z

′′
w) only if its restriction to H◦

w ∩
(LF ×MF ′

) is trivial.

As stated above the virtual LF -modules-MF ′
given by H∗(Z′′

w) and H∗(Z′′
w

H◦
w)

are isomorphic. By 11.10 (ii), if the element (u, v, u′, v′, n) ∈ Z′′
w is fixed by

H◦
w then u, u′,v and v′ centralize Z(L)◦. But CG(Z(L)◦) = L (see 1.21), so

this gives u ∈ U∩L = {1}, u′ ∈ F−1
U∩L = {1}, v ∈ V∩L and v′ ∈ F ′−1

V∩L.

So the elements of (Z′′
w)H

◦
w are of the form (1, v, 1, v′, n) with Fn = nv′vw′,

which proves that w′ ∈ L, since n ∈ L.M = L. Since w is determined up to

left multiplication by an element of L, we may assume that w′ = 1 and thus

F ′ = F . We get thus

(Z′′
w)H

◦
w ≃ { (v, v′, n) ∈ (V ∩ L)× (F

−1

V ∩ L)× L | Fn = nv′v },

on which the action of (l,m) ∈ LF ×MF is given by

(v, v′, n) 7→ (m
−1

v, m
−1

v′, lnm).

We now look at a term RL

L∩wL′⊂L∩wP′ ◦ ∗R
wL′

L∩wL′⊂P∩wL′ ◦ adw of the right-hand

side of the Mackey formula indexed by some w ∈ S(L,L′)F (we make no
particular assumption on L and L′ until the end of the current paragraph).

As for the left-hand side, we first write the LF -module-(wL′)F to which this
functor is associated as H∗

c (L
−1
L (L∩wU′)×(L∩wL′)F L

−1
wL′(U∩

wL′)) . As before,

using V = wU′, M = wL′ and Q = wP′ we may “forget w”; the module we
study is thus the cohomology of the variety

Sw = {(l,m) ∈ L×M | l−1.F l ∈ L ∩V, m−1.Fm ∈ U ∩M}/LF ∩MF

on which (λ, µ) ∈ LF ×MF acts by (l,m) 7→ (λl, µ−1m).

The next lemma shows that the terms corresponding to the same w on both
sides of the Mackey formula are equal when wL′(= M) ⊂ L.

11.12 Lemma. Under the above hypothesis (M ⊂ L) the cohomology spaces
⊕iH

i
c(Sw) and ⊕iH

i
c(Z

′′
w

H◦
w) are isomorphic as LF -modules-MF .

Proof: We show first that the map ϕ from

(Z′′
w)H

◦
w ≃ { (v, v′, n) ∈ (V ∩ L)× (F

−1

V ∩ L)× L | Fn = nv′v }

to L−1
L (V ∩ L) given by (v, v′, n) 7→ nv′ is surjective, with all its fibres iso-

morphic to the same affine space. Indeed, the image of ϕ is where we claim
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it is since nv′ ∈ L and L(nv′) = v′−1n−1FnFv′ = vFv′ ∈ V ∩ L; and if
n1 ∈ L

−1
L (V ∩ L), then

ϕ−1(n1) = { (n−1
1

Fn1
Fv′−1, v′, n1v

′−1) | v′ ∈ F−1

V ∩ L },

which is isomorphic to the affine space F−1
V ∩ L.

The LF -action-MF on Z′′
w is clearly mapped by ϕ to the natural LF -action-

MF on L−1
L (L ∩ V) (remember that M ⊂ L), and thus for that action the

cohomology spaces of Z′′
w and L−1

L (L∩V) are isomorphic as LF -modules-MF .

But M ⊂ L also gives M ∩U = {1} whence

Sw ≃ { (l,m) ∈ L×MF | l−1F l ∈ L ∩V }/MF ≃ { l ∈ L | l−1F l ∈ L ∩V },

which gives the result.

From lemmas 11.7 to 11.12 we get in particular

11.13 Theorem. The Mackey formula

∗RG

L⊂P ◦R
G

L′⊂P′ =
∑

w∈LF \S(L,L′)F /L′F

RL

L∩wL′⊂L∩wP′ ◦ ∗R
wL′

L∩wL′⊂P∩wL′ ◦ adw

holds when either L or L′ is a maximal torus.

Proof: If L′ is a torus, then wL′ ⊂ L for any w ∈ S(L,L′) and all the
preceding lemmas hold unconditionally. Since the adjoint of the Mackey

formula is the same formula with L and L′ exchanged, the Mackey formula
also holds when L is a maximal torus, since in that case its adjoint holds by

the same argument as above.

As we remarked in chapter 6, when the Mackey formula holds, it implies that
RG

L⊂P does not depend on P. In what follows we will usually omit P from the

notation; we leave it to the reader to check that we do that in cases where

either the choice of a parabolic subgroup is irrelevant or the Mackey formula
holds.

11.14 Definition. When L = T is a rational maximal torus, RG
T (θ) for

θ ∈ Irr(TF ) is called a Deligne-Lusztig character.

These characters were introduced in [DL1]. The Mackey formula gives the

“scalar product formula for Deligne-Lusztig characters”.
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11.15 Corollary. Let T and T′ be two rational maximal tori. Then:
(i) For θ ∈ Irr(TF ) and θ′ ∈ Irr(T′F ) we have

〈RG

T(θ), RG

T′(θ′) 〉GF = |TF |−1#{n ∈ GF | nT = T′ and nθ = θ′}.

(ii) The functor RG
T⊂B does not depend on the Borel subgroup B used in its

construction.

Proof: (i) is just another way of writing the Mackey formula, and (ii) is

clear from the above remarks.

We remark that, as RG
T (θ) = RG

T′(θ′) when g(T, θ) = (T′, θ′) for some g ∈ GF ,
(i) above shows that the RG

T (θ) give a set of orthogonal class functions indexed

by the GF -conjugacy classes of pairs (T, θ).

In 13.3, in connection with Lusztig series, we will give a statement some-

what stronger than 11.15 which deals directly with the cohomology groups of
L−1(U), where B = TU. The next corollary gives 11.15 (i) in terms of Weyl

groups when the characters θ and θ′ are the identity.

11.16 Corollary. Given a rational maximal torus T with Weyl group W ,
let Tw (resp. Tw′) be a rational maximal torus of type w (resp. w′) with

respect to T (see 3.24); then

〈RG

Tw
(IdTw), RG

Tw′
(IdTw′ ) 〉GF =

{

|WwF | if w and w′ are F -conjugate in W ,
0 otherwise.

Proof: The scalar product is 0 unless Tw and Tw′ are GF -conjugate, i.e.,
unless w and w′ are F -conjugate (see 3.23). In this last case we may assume

w = w′ and Tw = Tw′. Then 11.15 gives 〈RG
Tw

(IdTw), RG
Tw

(IdTw) 〉GF =
|TF

w|
−1|NGF (Tw)| = |W (Tw)F |. As the action of F on the Weyl group of Tw

can be identified with the action of wF on W , we get the result.

References

The construction of RG
T is one of the fundamental ideas of [DL1]. The con-

struction of RG
L was first published in [L1] as a natural extension of that

construction. The Mackey formula when one of the Levi subgroups is a torus
is given in [DL2 II, theorem 7], but the proof in that paper has an error. The

proof we give here corrects this error, using an argument indicated to us by
Lusztig. The case of two tori (11.15) was already in [DL1].



12. THE CHARACTER FORMULA AND OTHER
RESULTS ON DELIGNE-LUSZTIG INDUCTION.

In this chapter we give the character formulae for Deligne-Lusztig induction

and restriction. We then use it to generalize the results of chapter 7, as well
as some results of chapters 8 and 9, and we express the identity, Steinberg and

regular characters, and the characteristic function of a semi-simple conjugacy
class, as linear combinations of Deligne-Lusztig characters.

12.1 Definition. Given L, a rational Levi subgroup of G and a Levi decom-

position P = LU of a (possibly non-rational) parabolic subgroup containing
L, the (two-variable) Green function QG

L⊂P : GF
u × LF

u → Z is defined by

(u, v) 7→ |LF |−1 Trace((u, v) | H∗
c (L

−1(U))).

We recall that we use the notation Gu to denote the set of unipotent elements

of an algebraic group G. The values of the Green function are in Z by 10.6.

As explained for RG
L , we usually omit P from the notation.

12.2 Proposition (character formula for RG
L and ∗RG

L ). Let L be

a rational Levi subgroup of G and let ψ ∈ Irr(GF ) and χ ∈ Irr(LF ), then

(RG

L χ)(g) =

|LF |−1|C◦
G(s)

F
|−1

∑

{h∈GF |s∈hL }

|C◦
hL(s)F |

∑

v∈C◦
hL

(s)Fu

Q
C◦

G(s)

C◦
hL

(s)(u, v
−1)hχ(sv) (i)

where g = su is the Jordan decomposition of g ∈ GF , and

(∗RG

L ψ)(l) = |C◦
L(t)F ||C◦

G(t)F |−1
∑

u∈C◦
G

(t)Fu

Q
C◦

G(t)

C◦
L
(t) (u, v

−1)ψ(tu) (ii)

where l = tv is the Jordan decomposition of l ∈ LF .

Proof: The main step is the following lemma.

12.3 Lemma. With the above notation, we have

Trace((g, l) | H∗
c (L

−1(U)))

= |C◦
L(t)F ||C◦

G(t)F |−1
∑

{ h∈GF |ht=s−1 }

Q
C◦

G(t)

C◦
L
(t) (

h−1

u, v) (∗)

= |C◦
G(s)

F
|−1

∑

{ h∈GF |h
−1
s=t−1 }

|C◦
hL(s)F |Q

C◦
G(s)

C◦
hL

(s)(u,
hv). (∗∗)



The character formula and other results 91

Proof: These two equalities are clearly equivalent; we shall prove the first
one. From 10.14 we get

Trace((g, l) | H∗
c (L

−1(U))) = Trace((u, v) | H∗
c (L

−1(U)
(s,t)

)).

We first show that the morphism

ϕ : { h ∈ GF | ht = s−1 } × { z ∈ C◦
G(t) | z−1Fz ∈ U } → L−1(U)

(s,t)

given by (h, z) 7→ hz is surjective (it is easy to check that the image of ϕ is

in L−1(U)
(s,t)

since L−1(U)
(s,t)

= {x ∈ G | x−1Fx ∈ U and sxt = x}). If

x ∈ L−1(U)
(s,t)

then sxt = x implies sFxt = Fx = x(x−1Fx) whence sFxt =
sxt(x−1Fx), which can be written (x−1Fx)t = t(x−1Fx), i.e., x−1Fx ∈ CG(t).

As x−1Fx is unipotent, we even get x−1Fx ∈ C◦
G(t) (see 2.5). Applying the

Lang-Steinberg theorem in the group C◦
G(t) we may write x−1Fx = z−1Fz,

where z ∈ C◦
G(t). If we put then h = xz−1 we have h ∈ GF , ht = s−1 and

ϕ(h, z) = x, whence the surjectivity of ϕ.

The map ϕ is not injective, but ϕ(h, z) = ϕ(h′, z′) if and only if h−1h′ =

zz′−1 ∈ C◦
G(t)F , thus ϕ induces an isomorphism

{ h ∈ GF | ht = s−1 } ×C◦
G

(t)F { z ∈ C
◦
G(t) | z−1Fz ∈ U }

∼
→L−1(U)

(s,t)
,

which may be written

L−1(U)
(s,t)
≃

∐

{ h∈GF /C◦
G

(t)F |ht=s−1 }

{ z ∈ C◦
G(t) | z−1Fz ∈ U }h

=
∐

{h∈GF /C◦
G

(t)F |ht=s−1 }

L−1
C◦

G
(t)(U ∩ C

◦
G(t))h,

where (u, v) ∈ C◦
G(s)

F

u ×C
◦
L(t)Fu acts on the piece indexed by h by z 7→ h−1

uzv.
We thus get

Trace((g, l) | H∗
c (L

−1(U))) =

|C◦
G(t)F |−1

∑

{ h∈GF |ht=s−1 }

Trace((h
−1

u, v)|H∗
c (L

−1
C◦

G
(t)(U ∩ C

◦
G(t))),

whence the lemma.

We now prove proposition 12.2. From proposition 11.2 we have

(RG

L χ)(g) = |LF |−1
∑

l∈LF

Trace((g, l) | H∗
c (L

−1(U)))χ(l−1)
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and

(∗RG

L ψ)(l) = |GF |−1
∑

g∈GF

Trace((g, l) | H∗
c (L

−1(U)))ψ(g−1).

Applying lemma 12.3 in both sums, and interchanging the sums, we get from

the first formula and (∗∗)

(RG

L χ)(g) =

|LF |−1|C◦
G(s)

F
|−1

∑

{h∈GF |h
−1
s∈LF }

|C◦
hL(s)F |

∑

v∈C◦
L
(h−1

s)Fu

Q
C◦

G(s)

C◦
hL

(s)(u,
hv)χ(h

−1

sv−1)

and from the second formula and (∗)

(∗RG

L ψ)(l) = |GF |−1|C◦
G(t)F |−1|C◦

L(t)F |
∑

h∈GF

∑

u∈C◦
G

(ht)Fu

Q
C◦

G(t)

C◦
L
(t) (

h−1

u, v)ψ(htu−1).

We then get the result by changing the variable on which we sum to hv−1 in

the first formula and to h−1
u−1 in the second.

12.4 Corollary. Under the same assumptions as proposition 12.2, we have

(RG

L χ)(g) = |C◦
G(s)

F
|−1

∑

{ h∈GF |s∈hL }

|C◦
hL(s)F ||LF |−1R

C◦
G(s)

C◦
hL

(s)(
hχ)(g).

Proof: In the case where s ∈ Z(G), lemma 12.3 (∗) reduces to

|LF |−1 Trace((g, l) | H∗
c (L

−1(U)))

=

{

|GF |−1
∑

h∈GF QG
L (h

−1
u, v) = QG

L (u, v) if s = t−1,

0 otherwise,

where the last equality in the first line comes from the fact that QG
L is the

restriction to unipotent elements of a central function on GF ×LF . So in that
case 11.2 gives

(RG

L χ)(g) =
∑

v∈LF
u

QG

L (u, v−1)χ(sv).

Applying this formula to R
C◦

G(s)

C◦
hL

(s)(
hχ)(g) in the right-hand side of the equality

we want to prove, we see that it is equivalent to 12.2 (i).

We now use the character formula to extend 7.6 to the Deligne-Lusztig in-

duction.
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12.5 Proposition. Let L be a rational Levi subgroup of G, let ψ ∈ Irr(GF )
and let l = su be the Jordan decomposition of some element l ∈ LF . Then

((ResL
F

C◦
L
(s)F ◦

∗RG

L )ψ)(l) = ((∗R
C◦

G(s)

C◦
L
(s) ◦ ResG

F

C◦
G

(s)F )ψ)(l).

Proof: This results from the remark that, in the character formula 12.2 for
∗RG

L ψ, the right-hand side does not change if we replace G by C◦
G(s) and L

by C◦
L(s).

The next proposition and its corollary extend 7.4 and 7.5.

12.6 Proposition. Let f ∈ C(GF )p′ ; then, for any rational Levi subgroup

L of G and any π ∈ C(LF ) (resp. ψ ∈ C(GF )), we have

RG

L (π.ResG
F

LF f) = (RG

L π).f, (i)

(∗RG

L ψ).ResG
F

LF f = ∗RG

L (ψ.f). (ii)

Proof: Proposition 12.2 gives

RG

L (π.ResG
F

LF f)(g) =

|LF |−1|C◦
G(s)

F
|−1

∑

{ h∈GF |s∈hL }

|C◦
hL(s)F |

∑

v∈C◦
hL

(s)Fu

Q
C◦

G(s)

C◦
hL

(s)(u, v
−1)hπ(sv)hf(sv),

which gives (i) using hf(sv) = f(sv) = f(s) = f(g); equality (ii) is proved

similarly (it can also be obtained from (i) by adjunction).

12.7 Corollary. Under the same assumptions, we have ∗RG
L f = ResG

F

LF f .

Proof: This results from the special case of 12.6 where ψ = IdG, and the

remark that ∗RG
L (IdG) = IdL. Let us prove this last fact: by definition

∗RG
L (IdG) is the character afforded by the LF -moduleH∗

c (L
−1(U))G

F
; by 10.10

this module is isomorphic to H∗
c (L

−1(U)/GF ), and the Lang map induces an

isomorphism from L−1(U)/GF to U, whence the result by 10.11.

As discussed in the proof of 8.11 the validity of the Mackey formula when one
of the Levi subgroups is a torus (see 11.13) allows us to state the following

analogue of 8.11 (using the fact that the duality in a torus is the identity).

12.8 Theorem. For any rational maximal torus T of G we have

εGDG ◦R
G

T = εTR
G

T .

As in the beginning of chapter 9 we immediately deduce (using the value of
∗RG

T (IdG) given in the proof of 12.7 instead of 7.4) that
∗RG

T StG = εGεT StT = εGεT IdT .

We can now give the dimension of the (virtual) characters RG
T (θ).
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12.9 Proposition. For any rational maximal torus T and any θ ∈ Irr(TF ),
we have dimRG

T (θ) = εGεT|G
F |p′ |T

F |−1.

Proof: By 12.2 the dimension we want to compute does not depend on θ.
On the other hand, taking the scalar product of the equalities given above

with θ, we get 〈RG
T (θ), StG 〉GF = εTεGδ1,θ, whence 〈

∑

θ R
G
T (θ), StG 〉GF =

εTεG. But
∑

θ R
G
T (θ) is the character afforded by the module H∗

c (L
−1(U)),

where U is the unipotent radical of some Borel subgroup containing T. By
10.14 this character vanishes on all non-trivial semi-simple elements, as these

elements have no fixed points on L−1(U). Since StG vanishes outside semi-
simple elements, the scalar product above reduces to

|GF |−1|TF | StG(1) dim(RG

T (θ)).

This gives the result after replacing StG(1) by its value.

12.10 Remark. If Tw is a maximal rational torus of type w ∈ W (T) with

respect to some quasi-split torus T, we have εTwεG = (−1)l(w), where l(w) is
the length of w in W (T).

Proof: Note first that the statement makes sense since (−1)l(w) is defined

independently not only of the choice of a set of generating reflections in W
(since such a set corresponds to a Borel subgroup containing T, so two such

sets are conjugate by an element of W , and (−1)l(vwv
−1) = (−1)l(w)) but also of

the chosen type of Tw (since (−1)l(vw.
Fv−1) = (−1)l(w) because l(Fv) = l(v)).

Let E = X(T) ⊗ R; with the notation of 8.2 we have εG = (−1)dim(Eτ ) and,
as Tw with the action of F can be identified to T with the action of wF

(see 3.24), we have εTw = (−1)dim(Ewτ ). Since τ is an automorphism of finite
order of the lattice X(T), we have (−1)dim(E)−dim(Eτ ) = det(τ), and similarly

(−1)dim(E)−dim(Ewτ ) = det(wτ), which gives the result as det(w) = (−1)l(w),
since the determinant of a reflection is −1.

To get further properties of the Lusztig functor, in particular the dimension
of RG

L (χ) and the analogue of 9.6, we first need to prove that the identity and

the regular representation are both linear combinations of Deligne-Lusztig
characters. We will use the following terminology.

12.11 Definition. We call uniform functions the class functions on GF

that are linear combinations of Deligne-Lusztig characters.

In the formulae up to the end of this chapter, we will let T denote the set of

all rational maximal tori of G, and [T /GF ] denote a set of representatives of
GF -conjugacy classes of maximal rational tori. We fix T1 ∈ T and we put

W = W (T1). We recall that T /GF is in one-to-one correspondence with the
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F -classes of W (see 3.23). Finally for each w ∈ W we choose some rational
maximal torus Tw of type w with respect to T1.

12.12 Proposition. The orthogonal projection of class functions onto the
subspace of uniform functions is given by the operator:

p = |W |−1
∑

w∈W

RG

Tw
◦ ∗RG

Tw
=

∑

T∈[T /GF ]

|W (T)F |−1RG

T ◦
∗RG

T

= |GF |−1
∑

T∈T

|TF |RG

T ◦
∗RG

T

Proof: The equality of the three expressions for p results from a straight-

forward computation. Let us check that the middle one is a projector on
uniform functions. Since p(χ) is clearly uniform for any χ ∈ Irr(GF ), it is

enough to check that for any T ∈ [T /GF ] and any θ ∈ Irr(TF ), we have
〈χ,RG

T(θ) 〉GF = 〈 p(χ), RG
T(θ) 〉GF . We have

〈 p(χ), RG

T(θ) 〉GF = 〈
∑

T′∈[T /GF ]

|W (T′)F |−1RG

T′
∗RG

T′χ,RG

T (θ) 〉GF

=
∑

T′∈[T /GF ]

〈 |W (T′)F |−1∗RG

T′χ, ∗RG

T′RG

T (θ) 〉GF

but, by 11.15 we have:

∗RG

T′RG

T (θ) =
{

∑

w∈W (T)F
wθ if T = T′

0 if T and T′ are not GF -conjugate

so

〈 p(χ), RG

T(θ) 〉GF = 〈 ∗RG

T (χ), |W (T)F |−1
∑

w∈W (T)F

wθ 〉GF = 〈χ,RG

T(θ) 〉GF

the rightmost equality since for any θ we have RG
T (wθ) = RG

T (θ).

12.13 Proposition. IdG is a uniform function; we have

IdG = |W |−1
∑

w∈W

RG

Tw
(IdTw) =

∑

T∈[T /GF ]

|W (T)F |−1RG

T (IdT)

= |GF |−1
∑

T∈T

|TF |RG

T (IdT)

Proof: Since by 12.7 we have ∗RG
T (IdG) = IdT, the three expressions above

all represent p(IdG). It is enough to check that IdG has same scalar product
with one of these expressions as with itself. But indeed we have

〈 IdG, |W |
−1

∑

w∈W

RG

Tw
(IdTw) 〉GF = |W |−1

∑

w∈W

〈 ∗RG

Tw
(IdG), IdTw 〉TF

w
= 1
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using again that ∗RG
Tw

(IdG) = IdTw .

12.14 Corollary. The character regG of the regular representation of GF

is a uniform function; we have

regG = |W |−1
∑

w∈W

dim(RG

Tw
(IdTw))RG

Tw
(regTw

) = |GF |−1
p

∑

T∈T

εGεTR
G

T (regT)

= |GF |−1
p

∑

T∈T

θ∈Irr(TF )

εGεTR
G

T (θ).

Proof: Again, the equality of the three expressions is straightforward. Let
us get the first one. By 7.4 and 7.5 we have DG(χf) = DG(χ)f if f ∈ C(GF )p′ ;

so 9.4 gives regG = DGγp = DG(IdG)γp = StG γp. From 12.13 and 12.8 we

get
StG = DG(IdG) = |W |−1

∑

w∈W

εGεTwR
G

Tw
(IdTw)

So it is enough to see that εGεTwR
G
Tw

(IdTw)γp = dimRG
Tw

(IdT)RG
Tw

(regTw
).

This comes from the equality RG
Tw

(IdTw)γp = RG
Tw

(ResG
F

TF
w
(γp)) given by 12.6,

from the fact that ResG
F

TF
w
(γp) has value |GF |p′ at 1 and 0 elsewhere, so is equal

to |GF |p′ |T
F
w|

−1 regTw
, and from 12.9.

12.15 Corollary. The number of rational maximal tori of G is equal to

|GF |2p.

Proof: For any rational maximal torus T, we have IndGF

TF (regT) = regG =

|T |−1
∑

T∈T IndGF

TF regT. We now use

12.16 Lemma. For any rational maximal torus T we have

IndGF

TF (regT) = εTεGR
G

T (regT) StG .

Proof of the lemma: This is just the special case of 12.18 below for RG
T .

We give this lemma here just to point out that the proof of 12.18 in this
special case needs only 12.9 above (and not 12.17).

Applying this lemma, we get regG = |T |−1 StG
∑

T∈T εTεGR
G
T (regT) and the

right-hand side above is equal to |T |−1 StG |G
F |p regG by 12.14. Taking the

value at 1 of both sides, we get the result, as StG(1) = |GF |p.

We will now give, using 12.9, the analogue for RG
L of 12.9 and 12.16. These

properties could be proved directly, using the same arguments as for 12.9 and
12.16, if we knew the validity of the Mackey formula in general, and thus the

truth of 8.11 for a general Lusztig functor.
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12.17 Proposition. Let L be a Levi subgroup of G, and let ϕ ∈ Irr(LF );
then

dim(RG

Lϕ) = εGεL|G
F/LF |p′ dim(ϕ).

Proof: We have ϕ(1) = 〈ϕ, regL 〉LF and similarly

(RG

Lϕ)(1) = 〈RG

Lϕ, regG 〉GF = 〈RG

Lϕ, |G
F |−1
p

∑

T∈T

εGεTR
G

T (regT) 〉GF

(the last equality by 12.14). We now use adjunction to transform the last
term above, then apply to it the Mackey formula 11.13, and then again take

adjoints; we get

(RG

Lϕ)(1) = |GF |−1
p

∑

T∈T

εTεG〈
∗RG

T ◦R
G

Lϕ, regT 〉TF

= |GF |−1
p

∑

T∈T

εTεG〈
∑

LF \{x∈GF |xT⊂L }

adx−1 ◦ ∗RL
xTϕ, regT 〉TF

= |GF |−1
p

∑

T∈T

εTεG
∑

LF \{x∈GF |xT⊂L }

〈ϕ,RL
xT

x regT 〉LF .

In the last expression we may take as a new variable xT which is equivalent
to summing over all rational maximal tori of L, if we multiply the expression

by |GF |/|LF |. We get |GF |p′|L
F |−1εG

∑

T⊂L εT〈ϕ,R
L
T regT 〉LF , which is equal

by 12.14 to εGεL|G
F |p′/|L

F |p′〈ϕ, regL 〉LF , whence the result.

12.18 Corollary. For any ϕ ∈ Irr(LF ) (resp. ψ ∈ Irr(GF )) we have

(i) (RG

Lϕ).εG StG = IndGF

LF (ϕ.εL StL)

and

(ii) ∗RG

L (ψ.εG StG) = εL StL .ResG
F

LF ψ.

Proof: It is enough to prove (ii) as (i) is its adjoint. Applying 12.2, and

using the value of StL, the truth of (ii) is equivalent to the fact that for any
ψ ∈ Irr(GF ) and any semi-simple element s ∈ LF we have

εC◦
G

(s)|C
◦
G(s)

F
|−1
p′ |C

◦
L(s)F |ψ(s)Q

C◦
G(s)

C◦
L
(s) (1, v

−1) =

{

0 if v 6= 1,

εC◦
L
(s)|C

◦
L(s)F |pψ(s) if v = 1

(∗)
(we have used the fact that the Steinberg character vanishes outside semi-

simple elements).
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On the other hand 12.17 gives that for any ϕ ∈ Irr(LF ) we have

〈RG

Lϕ, regG 〉GF = εGεL|G
F/LF |p′〈ϕ, regL 〉LF

whence
∗RG

L regG = εGεL|G
F/LF |p′ regL .

If in the equality above we apply the character formula 12.2 to ∗RG
L regG, and

compute both sides at some given unipotent element v of LF , we get

QG

L (1, v−1) =
{

0 if v 6= 1,

εGεL|G
F/LF |p′ if v = 1.

(∗∗)

The equality (∗) we want to prove results immediately from (∗∗) applied with
G replaced by C◦

G(s) and L replaced by C◦
L(s).

We end this chapter with a proof that characteristic functions of semi-simple

classes are uniform. We use “normalized” characteristic functions.

12.19 Notation. Given a finite group H and some x ∈ H , we denote by

πHx the function whose value is |CH(x)| on the H-conjugacy class of x and 0
on other elements of H .

With this notation, we have

12.20 Proposition. Let s be a semi-simple element of GF ; then

πGF

s = |W ◦(s)|−1
∑

w∈W◦(s)

dim(R
C◦

G(s)
Tw

(IdTw))RG

Tw
(πTF

w
s )

= εC◦
G

(s)|C
◦
G(s)

F
|−1
p

∑

T∈T
T∋s

εTR
G

T (πTF

s ),

where in the first sum W ◦(s) is as in 2.4, and Tw is of type w with respect

to some fixed torus of C◦
G(s).

Proof: Let γsp ∈ C(G
F )p′ be the function with value |C◦

G(s)
F
|p′ on elements

whose semi-simple part is conjugate to s (the “p′-section” of s) and value 0

elsewhere. Using 9.3 we get

πGF

s = εGεC◦
G

(s)|CG(s)F/C◦
G(s)

F
| StG γ

s
p,

which is |CG(s)F/C◦
G(s)

F
| times

|GF |−1
∑

T∈T

|TF |εGεTR
G

T (IdT)γsp = |GF |−1
∑

T

|TF |εGεTR
G

T (ResG
F

TF γsp),
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(using the formula for StG in the proof of 12.14 and 12.6). But the value

of ResG
F

TF γsp is |C◦
G(s)

F
|p′ on the intersection of the class of s with TF and 0

elsewhere, so this function is easily seen to be equal to

|C◦
G(s)

F
|p′ |CG(s)F |−1

∑

{ g∈GF |gs∈T }

|TF |−1πTF

gs .

Using this value we get

πGF

s = εC◦
G

(s)|G
F |−1|C◦

G(s)
F
|−1
p

∑

T∈T

εT
∑

{ g∈GF |gs∈T }

RG

T (πTF

gs )

= εC◦
G

(s)|G
F |−1|C◦

G(s)
F
|−1
p

∑

g∈GF

∑

T∋gs

εTR
G

T (πTF

gs )

= εC◦
G

(s)|G
F |−1|C◦

G(s)
F
|−1
p

∑

g∈GF

∑

g−1
T∋s

εg−1
T
RG

g−1
T
(π

g−1
TF

s )

= εC◦
G

(s)|G
F |−1|C◦

G(s)
F
|−1
p

∑

g∈GF

∑

T∋s

εTR
G

T (πTF

s )

= εC◦
G

(s)|C
◦
G(s)

F
|−1
p

∑

T∋s

εTR
G

T (πTF

s )

(exchanging sums, then using the fact that RG
T (πTF

gs ) is a central function on
GF , then taking g−1

T as new variable). This gives the second formula of the

statement. The first one results from a straightforward computation.

Note that DG(γsp) = DG(IdG .γ
s
p) = DG(IdG).γsp = StG .γ

s
p so the beginning

of the preceding proof gives a formula for DG(γsp) which generalizes 9.4.

12.21 Exercise. Show that any function in C(GF )p′ is uniform.

Hint: Use 12.6 and 12.13.

12.22 Exercise. Let x = su be the Jordan decomposition of some element
x ∈ GF , and let L be a rational Levi subgroup of G containing C◦

G(s); prove

that
RG

L (πLF

x ) = πGF

x .

Hint: Use 12.5 to compute (∗RG
L ψ)(x), for any ψ ∈ IrrGF .
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13. GEOMETRIC CONJUGACY AND LUSZTIG
SERIES

We will now introduce Lusztig’s classification of irreducible characters of GF .

In this classification, a character is parametrized by a pair: a rational semi-
simple class (s) of the dual group G∗ of G, and a “unipotent” irreducible

character χ of the centralizer CG∗F∗ (s).

We have all the tools to deal with the ingredient (s) of the classification, but
will be able to prove very little about the ingredient χ here. We start with

an immediate corollary of 12.14.

13.1 Proposition. For any χ ∈ Irr(GF ), there exists a rational maximal
torus T and θ ∈ Irr(TF ) such that 〈χ,RG

T(θ) 〉GF 6= 0.

We note also that 11.15 (i) implies that RG
T (θ) is irreducible if and only if no

non-trivial element of W (T)F stabilizes θ. Furthermore, by 12.9, in that case

εTεGR
G
T (θ) is a true character.

We will now give a condition for two Deligne-Lusztig characters to have a
common irreducible component (using the “norm” on a torus, see 11.9). By

11.15 (i), if the pairs (T, θ) and (T′, θ′) are not GF -conjugate then RG
T (θ) and

RG
T (θ′) are orthogonal to each other but they may have a common constituent

as they are virtual characters.

13.2 Definition. Let T and T′ be two rational maximal tori, and let θ and
θ′ be characters respectively of TF and T′F . We say that the pairs (T, θ) and

(T′, θ′) are geometrically conjugate if there exists g ∈ G such that T = gT′

and such that for any n such that g ∈ GFn
we have θ◦NFn/F = θ′◦NFn/F◦ad g.

13.3 Proposition. Let T and T′ be two rational maximal tori, and let
U (resp. U′) be the unipotent radical of some Borel subgroup containing T

(resp. T′). Let θ and θ′ be characters respectively of TF and T′F . Assume
that there exist i and j such that the GF -modules H i

c(L
−1(U))⊗Qℓ[T

F ] θ and

Hj
c (L

−1(U′))⊗Qℓ[T
′F ] θ

′ have a common irreducible constituent; then the pairs
(T, θ) and (T′, θ′) are geometrically conjugate.

Proof: Let χ be the common irreducible constituent of the statement; we

may assume that χ is a component of RG
T (θ) and we shall show that (T, θ)
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and (T′, θ′) are geometrically conjugate. We remark first that by 10.6 χ
occurring in RG

T (θ) is equivalent to χ occurring in RG
T (θ), which implies that

χ∨ occurs in θ
∨
⊗H i

c(L
−1(U)∨) for some k (where, given a left representation

χ of a group H , we let χ∨ denote the right representation obtained by making

elements act through their inverse). As χ occurs inHj
c (L

−1(U′))⊗Qℓ[T
′F ]θ

′, the
representation θ⊗ θ′∨ of TF ×T′F occurs in the module H i

c(L
−1(U)∨)⊗Qℓ[G

F ]

Hj
c (L

−1(U′)), which with the notation of 11.7 is a submodule of H i+j
c (Z).

However, we have:

13.4 Lemma. If the TF -module-w(T′F ) given by θ ⊗ wθ′∨ occurs in some

cohomology group of Z′′
w (see 11.8) and if n > 0 is such that Fn

w = w, then

θ ◦NFn/F = θ′ ◦NFn/F ◦ ad Fw−1.

Proof: Using the remark which follows the proof of 11.10, we get the result
from 11.10 (iii) applied with L = T and M = wT′, using the fact that

NF ′n/F ′(w
′
τ−1) = wNFn/F (

Fw−1
τ−1).

If the hypothesis of the above lemma holds, then the element Fw−1 is the
required element g, and the proposition is proved. As the cohomology of

the TF -variety-wT′Fgiven by Z′′
w is isomorphic to that of the TF -variety-T′F

given by Zw (via adw), the following lemma thus completes the proof of the
proposition.

13.5 Lemma. If the character θ ⊗ θ′∨ does not occur in Hk
c (Zw) for any k

and w, then θ ⊗ θ′∨ does not occur in H i
c(Z) for any i.

Proof: We use the following

13.6 Lemma.

(i) With the notation of 11.7, if L = T and L′ = T′ are tori, and if we
let B and B′ denote the Borel subgroups F−1

P and F−1
P′, then for any

v ∈ W (T) the union
⋃

v′≤v Zv′w1
is closed in Z where w1 ∈ S(T,T′) is

such that w1B′ = B (and where v′ ≤ v refers to the Bruhat order, i.e., v′

is the product of a sub-sequence extracted from a reduced decomposition
of v).

(ii) The connected components of the union
⋃

l(v)=n Zvw1
are the Zvw1

.

Proof: Property (i) results from the fact that in the present case Zvw1
is the

inverse image in Z by the third projection of the subset Bvw1B
′ = BvBw1 of

G. As the closure of BvB in G is the union
⋃

v′≤v Bv
′B (see, e.g., [Borel-

Tits, Compléments à l’article: “Groupes Réductifs”, Publications de l’IHES,
41 (1965), 253–276, §3]), we get (i). Furthermore, (i) shows that the closure

of Zvw1
in Z does not meet Zv′w1

if l(v) = l(v′), whence (ii).
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This lemma will allow us to apply repeatedly the long exact sequence 10.7 (i)
to Z =

⋃

v Zvw1
. We now prove 13.5 by showing by induction on n that the

hypothesis of 13.5 implies that H i
c(

⋃

l(v)≤n Zvw1
)θ⊗θ′∨ = 0 (where the subscript

θ⊗ θ′∨ denotes the subspace of the cohomology where TF ×T′F acts through

θ⊗ θ′∨). This is true for n = 0 by hypothesis. Suppose it for n− 1. We have
⋃

l(v)≤n

Zvw1
= (

⋃

l(v)=n

Zvw1
)
⋃

(
⋃

l(v)≤n−1

Zvw1
),

and this last union is closed since by 13.6 (i) it is a finite union of closed

subsets. There is thus a cohomology long exact sequence relating these three
unions; this sequence remains exact restricted to the subspaces where TF ×
T′F acts through θ ⊗ θ′∨. But 13.6 (ii) implies, according to 10.7 (ii), that

for any k we have Hk
c (

⋃

l(v)=n Zvw1
) =

⊕

l(v)=nH
k
c (Zvw1

), so by assumption
Hk
c (

⋃

l(v)=n Zvw1
)θ⊗θ′∨ = 0. Since, by the induction hypothesis, for any k we

have Hk
c (

⋃

l(v)≤n−1 Zvw1
)θ⊗θ′∨ = 0, at each step two out of three terms of the

long exact sequence are 0, so the third one Hk
c (

⋃

l(v)≤n Zvw1
)θ⊗θ′∨ is also.

We will now give some more theory on tori which will allow us to give a nice

interpretation of geometric conjugacy (and a justification of the terminology),
using the dual of G.

We shall assume chosen once and for all an isomorphism Fq
× ∼
→(Q/Z)p′ and

an embedding Fq
×
→֒ Qℓ

×
.

13.7 Proposition. Let T be a torus defined over Fq; we denote by F the

action of the Frobenius endomorphism on X = X(T) (resp. Y = Y (T))
defined by α 7→ α ◦ F (resp. β 7→ F ◦ β). Then:

(i) The sequence
0→ X

F−1
−−→X → Irr(TF )→ 1

is exact, where the right map is the restriction to TF of characters (for

this to make sense we think of the values of an element of X as being in
Qℓ, using the chosen embedding Fq

×
→֒ Qℓ

×
).

(ii) The sequence
0→ Y

F−1
−−→Y → TF → 1

is exact, where the right map is defined by y 7→ NFn/F (y(ζ)) where n is

such that T is split over Fqn and where ζ is the (qn−1)-th root of 1 in Fq
×

which is the image of 1/(qn − 1) ∈ (Q/Z)p′ by the chosen isomorphism.

Proof: The group TF is the kernel of T
F−1
−−→T, whence an exact sequence

1→ TF → T
F−1
−−→T→ 1.
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We get (i) by taking the homomorphisms from this sequence to Gm: we
have only to check the surjectivity of X(T) → Irr(TF ). This results from

the fact that the algebra of TF (viewed as an algebraic group) is the group
algebra Fq[Irr(T

F )] of the group Irr(TF ). To see that, first notice that it is

clearly true for a cyclic p′-group and then use that TF is a direct product
of such groups. As TF is a subvariety of T, the corresponding morphism of

algebras, Fq[X(T)]→ Fq[Irr(T
F )], is surjective, which implies the surjectivity

of X(T)→ Irr(TF ) (compare with the argument in 0.5).

We now prove (ii). Let n be the smallest integer such that T is split over Fqn

(this is the order of τ with the notation of 8.1 and all other n are multiples of
that one). For any positive integer k, if ζ ∈ Fq is the image of 1/(qnk − 1) ∈
(Q/Z)p′ , then ζ (qnk−1)/(qn−1) is the image of 1/(qn − 1) and we have

NFn/F (y(ζ (qnk−1)/(qn−1))) = NFn/F (NFnk/Fn(y(ζ))) = NFnk/F (y(ζ)),

so the map Y → TF of (ii) is well-defined.

To show the exactness we use the commutative diagram

0 → Y
Fn−1
−−→ Y → TFn

→ 1




y

NF n/F ‖




y

NF n/F

0 → Y
F−1
−−→ Y → TF → 1

,

where n and the maps from Y to TFn
and from Y to TF are as in the

statement, i.e., the top right map sends y to y(1/(qn − 1)). We show first
the exactness of the top sequence: the injectivity is clear as F n − 1 = qn − 1

since T is split over Fqn ; the surjectivity is straightforward by 0.20. Moreover
if y is in the kernel of the right map then it is trivial on all (qn − 1)-th

roots of unity, so is constant on all fibres of the map x 7→ xq
n−1 from Gm

to itself; so it factors through that map, i.e., there exists y1 ∈ Y such that

y = (qn − 1)y1, i.e., y is in the image of F n − 1. The exactness of the

bottom sequence is deduced from that of the top sequence: the surjectivity
follows by the surjectivity of NFn/F : TFn

→ TF . The injectivity of F − 1 is

clear as F is the transpose of the endomorphism qτ−1 of X(T) (see formula
before 8.1) so has no eigenvalue 1. The image of F − 1 is obviously in the

kernel of Y → TF . Take now y in the kernel of the right map, i.e., such
that NFn/F (y(1/(qn − 1))) = 1. This means that NFn/F (y) is in the kernel of

Y → TFn
, so is in (F n − 1)Y = NFn/F ((F − 1)Y ). As NFn/F : Y → Y is

injective, since (F − 1) ◦NFn/F = F n− 1 is injective, we get y ∈ (F − 1)Y .

We note that using (ii) above any character of TF gives a character of Y (T).

We may now reinterpret the notion of geometric conjugacy.
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13.8 Proposition. Let T and T′ be two rational maximal tori and let
θ ∈ Irr(TF ) and θ′ ∈ Irr(T′F ); then (T, θ) and (T′, θ′) are geometrically

conjugate if and only if there exists an element g ∈ G which conjugates T to
T′ and conjugates θ, considered as a character of Y (T), to θ′, considered as

a character of Y (T′).

Proof: The characters θ and θ ◦ NFn/F are identified with the same char-

acter of Y (T) by the construction of 13.7 (ii) (as seen in the proof of that
proposition). This gives the result, the element g of the statement being the

same as that of 13.2.

13.9 Corollary. Let us fix a rational maximal torus T; then geometric
conjugacy classes of pairs (T′, θ′) (where θ′ ∈ Irr(T′F )) are in one-to-one

correspondence with F -stable W (T)-orbits in X(T)⊗ (Q/Z)p′ .

Proof: We first remark that all tori are conjugate over G so we may assume

that T′ = T (so gT = T′ becomes g ∈ W (T)). The result then comes from
the remark that the group of characters of Y (T) is isomorphic to X(T) ⊗
(Q/Z)p′ .

We now introduce the dual of a reductive group.

13.10 Definition. Two connected reductive algebraic groups G and G∗ are

said to be dual to each other if there exists a maximal torus T of G (resp.
T∗ of G∗) and an isomorphism from X(T) to Y (T∗) which sends the roots

of G to the coroots of T∗. If in addition G and G∗ are defined over Fq with
respective Frobenius endomorphisms F and F ∗, and if T and T∗ are rational

and the isomorphism above is compatible with the actions of F and of F ∗,
we say then that the pair (G, F ) is dual to the pair (G∗, F ∗).

In particular, two tori T and T∗ are said to be dual to each other if we have

been given an isomorphism X(T)
∼
−−→Y (T∗). When we talk of groups dual

to each other, we will always assume that we have chosen corresponding dual
tori; we will say that (G,T) is dual to (G∗,T∗) when we need to specify the

tori used. Note that by 0.45 every group has a dual and, given G, the iso-
morphism class of G∗ is well-defined; however, the duality X(T)

∼
−−→Y (T∗)

is only determined up to a (possibly outer) automorphism of G stabiliz-
ing (T, F ). Using the exact pairing between X(T) and Y (T), being given

the above isomorphism X(T)
∼
−−→Y (T∗) may be seen to be equivalent to

being given an isomorphism from X(T∗) to Y (T) having the same proper-

ties. Such an isomorphism makes the Z-dual Y (T) of X(T) isomorphic to
X(T∗); this allows, given any endomorphism ϕ of X(T), to define the dual

endomorphism ϕ∗ of X(T∗). It is easy to see also that w 7→ w∗ is an anti-
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isomorphism W (T) → W (T∗), that F ∗ is the dual of F , and that through
the anti-isomorphism the action of F on W (T) is identified with the inverse

of the action of F ∗ on W (T∗).

Examples. The group GLn is its own dual, and the same is true for the

unitary group (which is GLn with the Frobenius endomorphism which sends
a matrix (ai,j) to t(aqi,j)

−1). The groups SLn and PGLn are dual to each

other. The group SO2l is its own dual, with either the standard Frobenius
endomorphism or the Frobenius endomorphism of the non-split group (see

15.3). The symplectic group Sp2n is dual to SO2n+1.

We get as an immediate corollary of 13.7:

13.11 Proposition. If (T∗, F ∗) is dual to (T, F ) then Irr(TF ) ≃ T∗F
∗

.

The next proposition interprets geometric conjugacy using a group dual to

G.

13.12 Proposition. Assume that (G, F ) and (G∗, F ∗) are dual to each

other with corresponding dual tori T and T∗. Geometric conjugacy classes of
pairs (T′, θ′) in G are in one-to-one correspondence with F ∗-stable conjugacy

classes of semi-simple elements of G∗.

Proof: We apply 13.9. Using the fact that the isomorphism from X(T) to

Y (T∗), is compatible with the action of the Weyl group, we get a bijection be-
tween geometric conjugacy classes of pairs (T′, θ′) and F ∗-stableW (T∗)-orbits

in Y (T∗)⊗(Q/Z)p′ . But by 0.20 there is an isomorphism from Y (T∗)⊗(Q/Z)p′

to T∗ (which depends on the fixed isomorphism Fq
×
≃ (Q/Z)p′), so geomet-

ric conjugacy classes of pairs (T′, θ′) are in one-to-one correspondence with

F ∗-stable W (T∗)-orbits in T∗. As any semi-simple element is in a maximal
torus and all maximal tori are conjugate, any semi-simple class meets T∗.

Furthermore, by 0.12 (iv), two elements of T∗ are geometrically conjugate if

and only if they are in the same W (T∗)-orbit; and F ∗-stable orbits clearly
correspond to F ∗-stable conjugacy classes, whence the result.

We note that an F ∗-stable conjugacy class contains rational elements by the

Lang-Steinberg theorem (see 3.12), so F ∗-stable geometric conjugacy classes
are also the geometric conjugacy classes (i.e., classes under G∗) of rational

elements.

After 11.15 we remarked that the RG
T (θ) are parametrized by GF -conjugacy

classes of pairs (T, θ). Using the dual group, we may give another parame-

trization
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13.13 Proposition. The GF -conjugacy classes of pairs (T, θ) where T is a
rational maximal torus of G and θ ∈ Irr(TF ) are in one-to-one correspondence

with the G∗F∗
-conjugacy classes of pairs (T∗, s) where s is a semi-simple

element of G∗F∗
and T∗ is a rational maximal torus containing s.

Proof: By conjugating T′ to a fixed torus T, we see (see remarks after 3.24)
that the GF -conjugacy classes of pairs (T′, θ′) correspond one-to-one to the

conjugacy classes under W (T) of pairs (wF, θ) where θ ∈ Irr(TwF ). If T is
the torus chosen to put G and G∗ in duality, these are by 13.11 in one-to-one

correspondence with the conjugacy classes under W (T∗) of pairs (F ∗w∗, s)
where s ∈ T∗F

∗w∗

. In the same way as we did in G in the beginning of the

proof, we may conjugate in G∗ arbitrary pairs (T′∗, s) to such a form.

Using this proposition, we will, in what follows, sometimes use the notation
RG

T∗(s) for RG
T (θ).

Lusztig’s classification of characters is considerably simpler when centralizers

of semi-simple elements in G∗ are connected. We will sometimes need to
assume this hypothesis in this chapter and the next. We now show that it

holds if the centre of G is connected, and give some other consequences of

the connectedness of Z(G) we will need in the next chapter.

13.14 Lemma. Let T be a maximal torus of G and Φ be the set of roots of
G relative to T; then

(i) The group Irr(Z(G)/Z(G)
◦
) is canonically isomorphic to the torsion

group of X(T)/<Φ>⊥⊥.
(ii) If the centre of G is connected, then the centre of a Levi subgroup of G

is also connected.
(iii) If (G∗,T∗) is dual to (G,T), then for any s ∈ T∗ the group W (s)/W ◦(s)

(see notation of 2.4) is isomorphic to a subgroup of Irr(Z(G)/Z(G)
◦
).

Proof: Since an element x ∈ X(Z(G)) is of finite order if and only if the

group Z(G)/ ker x is finite, which is equivalent to ker x containing Z(G)
◦
, we

see that the group Irr(Z(G)/Z(G)
◦
) is the torsion group of X(Z(G)). As we

have Z(G) = <Φ>⊥, it follows that X(Z(G)) = X(T)/<Φ>⊥⊥, whence (i).

We see that Z(G) is connected if and only if X(T)/<Φ>⊥⊥ has no torsion,
which is equivalent to X(T)/<Φ> having no p′-torsion by 0.24; but the sub-

group <ΦL> of <Φ> spanned by the roots of a Levi subgroup L containing
T is a direct summand of <Φ>, so if X(T)/<Φ> has no p′-torsion then

X(T)/<ΦL> has none either, so Z(L) is connected, whence (ii).
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By 0.20 an element s ∈ T∗ can be identified with an element of Y (T∗) ⊗
(Q/Z)p′ , i.e., of X(T) ⊗ (Q/Z)p′ . Let us write such an element x/m with

x ∈ X(T) and m ∈ Z relatively prime to p. We have

W (s) = {w ∈W | w(x)− x ∈ mX(T) }.

Consider the map

W (s)→ X(T)/<Φ>

w 7→
w(x)− x

m
(mod <Φ>);

it is a group morphism because, as W acts trivially on X(T)/<Φ>, we have

ww′(x)− w(x)

m
≡
w′(x)− x

m
(mod <Φ>)

which is equivalent to

ww′(x)− x

m
≡
w′(x)− x

m
+
w(x)− x

m
(mod <Φ>).

The kernel of this morphism is {w ∈ W | w(x) − x ∈ m<Φ> } which is a
reflection group by [Bbk, VI, ex. 1 of §2], so is equal to W ◦(s) by 2.4. Whence

we get an embedding of W (s)/W ◦(s) into X(T)/<Φ>. The image is a p′-
torsion group since for any w we have w(x) − x ∈ <Φ> (this is true for a

reflection, whence also for an arbitrary product of reflections), so m((w(x)−
x)/m) ∈ <Φ>, which means that the exponent of the image divides m. We

then get (iii) by (i) and 0.24.

13.15 Remarks.
(i) Note that the above proof shows that, for any semi-simple element s of a

connected algebraic group G, the exponent of CG(s)/C◦
G(s) divides the

order of s.

(ii) A consequence of 13.14 (iii) is that, if the centre of G is connected, the
centralizer of any semi-simple element of G∗ is connected.

The next definition is a first step towards the classification of characters of
GF .

13.16 Definition. A Lusztig series E(GF , (s)) associated to the geometric

conjugacy class (s) of a semi-simple element s ∈ G∗F∗
is the set of irreducible

characters of GF which occur in some RG
T (θ), where (T, θ) is of the geometric

conjugacy class associated by 13.12 to (s).

Using the notation after 13.13, we may also define E(GF , (s)) as the set of

constituents of the RG
T∗(s′) for s′ geometrically conjugate to s. The series
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E(GF , (s)) are sometimes called “geometric series”; we will also (see 14.41)
consider “rational series”, where the rational class of s is fixed. The two

notions coincide, by 3.25, when CG∗(s) is connected.

13.17 Proposition. Lusztig series associated to various geometric conju-

gacy classes of semi-simple elements of G∗F∗
form a partition of Irr(GF ).

Proof: By 13.3 and 13.12 two Deligne-Lusztig characters in different series

have no common constituent, and by 13.1 any irreducible character is in some
series.

13.18 Remark. If TU is the Levi decomposition of some Borel subgroup

containing T, by 13.3 any irreducible character of G which occurs in some
H i
c(L

−1(U))⊗Qℓ[T
F ] θ is in the series E(GF , (s)), where (s) is the semi-simple

conjugacy class of G∗ corresponding to the geometric class of (T, θ).

A particularly important series, which is a kind of “prototype” for the other
ones, is the series associated to the identity element of G∗.

13.19 Definition. The elements of E(GF , (1)) (i.e., the irreducible compo-
nents of the RG

T (IdT)) are called unipotent characters.

The next statement shows that the set of unipotent characters depends only
on the isomorphism type of the root system of G.

13.20 Proposition. Let G and G1 be two reductive groups defined over
Fq, and let f : G → G1 be a morphism of algebraic groups with a central

kernel, defined over Fq and such that f(G) contains the derived group G′
1;

then the unipotent characters of GF are the χ ◦ f , where χ runs over the

unipotent characters of GF
1 .

Proof: We first remark that in the situation of the proposition we have

G1 = Z(G1)
◦.f(G) by 0.40. The Borel subgroups, the maximal tori and the

parabolic subgroups of f(G) are thus the intersections of those of G1 with
f(G). On the other hand, f induces a bijection from the Borel subgroups,

the maximal tori and the parabolic subgroups of G to those of f(G), so there
is a bijection from the sets of Borel subgroups, maximal tori and parabolic

subgroups of G to the corresponding sets for G1.

The unipotent characters of GF are those which occur in some cohomology
space of some variety L−1

G (U)/TF where T runs over a set of representatives of

classes of rational maximal tori, and where U is the unipotent radical of some
Borel subgroup containing T. The group U is isomorphic to its image by f

which we will denote by U1. The Borel subgroup of G1 which corresponds to
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TU by the above bijection is T1U1, where T1 = f(T).Z(G1)
◦. It is clear that

f induces a morphism from L−1
G (U)/TF to L−1

G1
(U1)/T

F
1 which is compatible

with the actions of GF and GF
1 ; let us show that it is an isomorphism by

exhibiting its inverse. Let x1 ∈ G1 be such that x−1
1

Fx1 ∈ U1; then any inverse

image x of x1 in G satisfies x−1Fx ∈ Uz for some z ∈ Z(G) (depending on
x), which may be written x−1zFx ∈ U. Let t ∈ T be such that t−1Ft = z;

then the element xt is in L−1(U) and, as f(t) is in TF
1 , the image of xtTF in

L−1
G1

(U1)/T
F
1 is equal to the image of xTF , i.e., to x1T

F
1 . As the class xtTF

is clearly well-defined, we have constructed the required inverse morphism.

We have thus proved thatRG
T (IdT) = RG1

T1
(IdT1

)◦f . Moreover as GF -classes of
rational maximal tori are in one-to-one correspondence with GF

1 -classes (they

are parametrized by the F -classes of the Weyl group), the “restriction through
f” defines a bijection from the set of Deligne-Lusztig characters RG

T (IdT) of

GF onto the similar set for GF
1 . It remains to see that the restriction through

f maps the irreducible components of one to those of the other.

Let T be a rational maximal torus of G and let T1 = f(T).Z(G1)
◦ be the

corresponding rational maximal torus of G1. We have GF
1 = TF

1 .f(GF ).

Indeed, any y ∈ G1 can be written y = zf(x) with z ∈ Z(G1)
◦ and x ∈

G, and y is rational if and only if f(xFx−1) = z−1Fz. This element is in

Z(G1)
◦ ∩ f(G) ⊂ Z(f(G)) and this last group is in f(T) which is a maximal

torus of the reductive group f(G) (see the beginning of the present proof).

So xFx−1 ∈ T, since the kernel of f is in T, and by the Lang-Steinberg
theorem applied in the group T we can find t ∈ T such that tx ∈ GF . So

y = (zf(t−1))f(tx) ∈ TF
1 .f(GF ).

From what we have just proved we see that the quotient group GF
1 /f(GF )

is commutative, so we can use the following result from Clifford’s theory (see

[CuR, 11.4, 11.5]).

13.21 Lemma. Let G be a finite group and H be a subgroup of G such that

the quotient is abelian. Then if χ and χ′ are irreducible characters of G we
have

〈ResGH χ,ResGH χ
′ 〉H = #{ ζ ∈ Irr(G/H) | χζ = χ′ }.

From this lemma we see that the restriction of a unipotent character χ of

GF
1 to f(GF ) is irreducible if and only if for any irreducible non-trivial char-

acter ζ of GF
1 /f(GF ) we have χ 6= χζ . But χζ is not unipotent if ζ is

not trivial, because if χ is a component of RG1
T1

(IdT1
) then χζ is a com-

ponent of RG1
T1

(Res
GF

1

TF
1
ζ) and the restriction of ζ to TF

1 is not trivial, since
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GF
1 = TF

1 .f(GF ), so cannot be geometrically conjugate to the trivial charac-
ter, whence the proposition.

There is a similar though weaker result for a general Lusztig functor.

13.22 Proposition. We assume the same hypotheses as in 13.20, and as-
sume in addition that the kernel of f is connected. Then, if L1 is an F -stable

Levi subgroup of some parabolic subgroup P1 of G1 and if π1 ∈ Irr(LF
1 ), we

have

RG1
L1⊂P1

(π1) ◦ f = RG

f−1(L1)⊂f−1(P1)(π1 ◦ f).

Proof: By the remarks we made at the beginning of the proof of 13.20,
the group f−1(P1) = f−1(P1 ∩ f(G)) is a parabolic subgroup of G which

has f−1(L1) = f−1(L1 ∩ f(G)) as Levi subgroup, so the statement makes
sense. We put P = f−1(P1) and L = f−1(L1). If P = LU is the Levi

decomposition of P, and P1 = L1U1 that of P1, then we have U1 = f(U)
since U1 ⊂ G′

1 ⊂ f(G).

To prove the theorem, we will use powers F n of F and take the “limit on n”

using 10.5. We have by 11.2

(RG1
L1⊂P1

(π1) ◦ f)(g) = |LF
1 |

−1
∑

l1∈LF
1

Trace((f(g), l1)|H
∗
c (L

−1(U1)))π1(l
−1
1 )

and

(RG

L⊂P(π1 ◦ f))(g) = |LF |−1
∑

l∈LF

Trace((g, l)|H∗
c (L

−1(U)))π1(f(l)−1).

By 10.5 the right-hand sides of the above equalities are equal if, for any n
such that U (and thus U1 also) is defined over Fqn , then the number of fixed

points

|LF
1 |

−1
∑

l1∈LF
1

π1(l
−1
1 )#{x ∈ G1 | x

−1.Fx ∈ U1 and f(g).F
n

xl1 = x} (1)

and

|LF |−1
∑

l∈LF

π1(f(l−1))#{x ∈ G | x−1.Fx ∈ U and f(g).F
n

xl = x}, (2)

are equal. To prove this for any such n we first transform (1). If x ∈ G1

is such that x−1.Fx ∈ U1 then there exists λ ∈ LF
1 such that xλ ∈ f(G).

Indeed, since L1 ⊃ Z(G1)
◦, there exists l ∈ L1 such that xl ∈ f(G). We
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have lF l−1 ∈ x−1f(G)Fx = f(G)x−1Fx ⊂ f(G)U1 = f(G), so by the Lang-
Steinberg theorem applied in L ∩ f(G) there exists l′ ∈ L ∩ f(G) such that

l′.F l′−1 = l.F l−1. We get the required element λ by setting λ = l′−1l. If
we introduce y = xλ, there are |f(L)F | pairs (y, λ) ∈ f(G) × LF

1 such that

yλ−1 = x so (1) can be rewritten

|f(L)F |−1|LF
1 |

−1

∑

l1∈LF
1
,λ∈LF

1

π1(l
−1
1 )#{y ∈ f(G) | y−1.Fy ∈ U1 and f(g)F

n

yλ−1l1λ = y}

which, summing over l = λ−1l1λ and using the fact that π1(λ
−1l−1

1 λ) = π1(l
−1
1 ),

may be further rewritten as

|f(L)F |−1
∑

l∈LF
1

π1(l
−1)#{ y ∈ f(G) | y−1Fy ∈ U1 and f(g).F

n

yl = y }. (3)

We will now transform (2) using the fact that the map

{(x, l) ∈ G× LF | x−1.Fx ∈ U and g.F
n

xl = x} →

{(y, l1) ∈ f(G)× f(L)F | y−1Fy ∈ U1 and f(g)F
n

yl1 = y}

defined by (x, l) 7→ (f(x), f(l)) is surjective and has fibres of the form {(xz, l) |
z ∈ (ker f)F}. Indeed, let (y, l1) be in the right-hand side set; for any x such
that f(x) = y we have x−1.Fx ∈ U. ker f , so by the Lang-Steinberg theorem

in ker f (assumed connected), there exists an inverse image x of y such that
x−1.Fx ∈ U. Let l be any inverse image of l1 in LF ; it is enough to see that

the element z = x−1g.F
n
xl ∈ ker f is in fact in (ker f)F (we will get then an

inverse image of (y, l1) by replacing l by lz−1). But we have, using the fact

that z is central to get the first equality,

x−1Fx.z−1Fz = (xz)−1.F(xz) = l−1Fn

(x−1Fx)l = l−1Fn

(x−1.Fx).

As x−1.Fx ∈ U, the equality of the extremal terms above shows that z−1.Fz ∈
U, which implies z = Fz.

Using the above map, we may rewrite (2) as

|LF |−1|(ker f)F |
∑

l∈f(L)F

π1(l
−1)#{ y ∈ f(G) | y−1Fy ∈ U1 and f(g).F

n

yl = y }.

To finish proving the equality of (2) and (3) we remark that, as ker f is

connected, f(L)F ≃ (L/ ker(f))F ≃ LF/(ker f)F , and on the other hand in
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(3) the only l ∈ LF
1 which give a non-zero contribution are those in f(L)F

because of the condition f(g).F
n
yl = y.

We now give without proof a statement of the main result of Lusztig’s clas-

sification of characters of finite groups of Lie type (which, for groups with
connected centre is the subject of Lusztig’s book [L4] and was completed

for other groups in [G. Lusztig On the representations of reductive groups
with disconnected center, Astérisque, 168 (1988), 157–166]). In order to do

that, we first generalize the definition of Deligne-Lusztig characters to non-

connected groups by setting RG
T◦(θ) = IndGF

G◦F (RG◦

T◦ (θ)), where T◦ is a rational

maximal torus of G◦ (actually this character RG
T◦(θ) is a sum of some char-

acters RG
T (θ′) which may be defined using a “quasi-torus” T = NG(T◦,B)

where B is a Borel subgroup which contains T◦). This definition allows us to
extend the definition of unipotent characters to GF (keeping the same defi-

nition, i.e., E(GF , (1)) is defined as the set of components of the RG
T◦(IdT◦)).

With these definitions we may state

13.23 Theorem. Let G a connected reductive group; for any semi-simple
element s ∈ G∗F∗

, there is a bijection from E(GF , (s)) to E(CG∗(s)F
∗
, 1),

and this bijection may be chosen such that, extended by linearity to virtual

characters, it sends εGR
G
T∗(s) (see remark after 13.13) to εCG∗(s)◦R

CG∗(s)
T∗ (IdT∗)

for any rational maximal torus T∗ of CG∗(s).

In Lusztig’s book [L4], this statement is given when the centre of G is con-
nected. In that case the group CG∗(s) is connected for any semi-simple el-

ement s ∈ G∗ (see 13.15 (ii)) and the remarks above about non-connected
groups are not needed.

13.24 Remark. If ψs is the bijection of 13.23, then for any χ ∈ E(GF , (s))
we have

χ(1) =
|GF |p′

|CG∗(s)F∗|p′
ψs(χ)(1).

Proof: Since the characteristic function of the identity is uniform (see 12.14),
χ has the same dimension as its projection p(χ) on the space of uniform func-

tions. Using 13.13, this projection may be written:

p(χ) =
∑

(T∗)

〈χ,RG
T∗(s) 〉GF

〈RG
T∗(s), RG

T∗(s) 〉GF

RG

T∗(s) (1)

where T∗ runs over G∗F∗
-conjugacy classes of tori containing s. An easy

computation, using 11.15, shows that this can be rewritten

p(χ) =
∑

(T∗)

〈χ,RG
T∗(s) 〉GF

〈R
CG∗(s)
T∗ (IdT∗), R

CG∗(s)
T∗ (IdT∗) 〉CG∗(s)F

∗

RG

T∗(s),
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where T∗ runs this time over CG∗(s)F
∗
-classes of tori of CG∗(s). Since

RG

T∗(s)(1) = εGεCG∗(s)◦
|GF |p′

|CG∗(s)F∗|p′
R
CG∗ (s)
T∗ (IdT∗)(1)

and

〈χ,RG

T∗(s) 〉GF = εGεCG∗(s)◦〈ψs(χ), R
CG∗ (s)
T∗ (IdT∗) 〉CG∗(s)F

∗ ,

(by 13.23) this gives:

χ(1) =

|GF |p′

|CG∗(s)F∗|p′

∑

(T∗)

〈ψs(χ), R
CG∗(s)
T∗ (IdT∗) 〉CG∗(s)F

∗

〈R
CG∗(s)
T∗ (IdT∗), R

CG∗(s)
T∗ (IdT∗) 〉CG∗(s)F

∗

R
CG∗(s)
T∗ (IdT∗)(1)

=
|GF |p′

|CG∗(s)F∗|p′
ψs(χ)(1),

the last equality by (1) applied in CG∗(s)F
∗
.

We will be able here to give explicitly the bijection of 13.23 when CG∗(s) is a

Levi subgroup of a parabolic subgroup of G∗; this is in a sense the “general
case” as “most” semi-simple elements have this property: we will show (see

just after 14.11) that, modulo the centre, there is only a finite number of
semi-simple elements whose centralizer is not in a proper Levi subgroup of

G.
To do that, we must first explain the correspondence between rational Levi

subgroups of G and rational Levi subgroups of G∗. We first remark that, as
the parametrization given by 4.3 is the same in G and G∗, rational classes

of rational Levi subgroups of G correspond one-to-one to those of G∗. If the
class of L corresponds to the F -class under W (T) of WIw, i.e., to the W (T)-

class of WIwF , we make L correspond to the Levi subgroup L∗ of G∗ whose

class is parametrized by F ∗w∗W ∗
I . We may find in L a torus Tw of type w,

i.e., (Tw, F ) is geometrically conjugate to (T, wF ); similarly we may find in

L∗ a torus T∗
w such that (T∗

w, F
∗) is geometrically conjugate to (T∗, F ∗w∗).

With these choices (L,Tw, F ) is dual to (L∗,T∗
w, F

∗), where the isomorphism

Y (Tw)
∼
−−→X(T∗

w) is “transported” from the isomorphism Y (T)
∼
−−→X(T∗)

by the chosen geometric conjugations. Given the duality between (G,T) and

(G∗,T∗), the duality thus defined between L and L∗ is defined up to the
automorphisms of L induced by G, i.e., by NG(L). It is easy to check that

this duality is compatible with 13.12 and 13.13, i.e., if (T, θ) where T ⊂ L

corresponds to (T∗, s) where T∗ ⊂ L∗ for this duality, then it also corresponds

to (T∗, s) for the duality in G.
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We may then state the following result, from which we will deduce 13.23 when
CG∗(s) is a Levi subgroup.

13.25 Theorem. Let s be a semi-simple element of G∗F and let L∗ be
a rational Levi subgroup of G∗ which contains CG∗(s). Let L be a Levi

subgroup of G whose GF -class corresponds to L∗ as explained above, and let
LU be the Levi decomposition of some parabolic subgroup of G containing

L; then:
(i) For any π ∈ E(LF , (s)) there exists an integer i(π) such that the space

H i
c(L

−1(U)) ⊗Qℓ[L
F ] π is zero for i 6= i(π) and affords an irreducible

representation of GF for i = i(π).

(ii) The functor εGεLR
G
L induces a bijection from E(LF , (s)) to E(GF , (s)).

Proof: We begin with a lemma which translates for the group G the con-

dition CG∗(s) ⊂ L∗.

13.26 Lemma.

(i) Let T and T′ be two rational maximal tori of L and let θ ∈ Irr(TF ) and
θ′ ∈ Irr(T′F ) be such that (T, θ) and (T′, θ′) are geometrically conjugate

in L and their geometric class corresponds to the class of s in L∗ by
the duality between L and L∗; then any g ∈ G which geometrically

conjugates (T, θ) to (T′, θ′) is in L.
(ii) Let T, a rational maximal torus of G and θ ∈ Irr(TF ) be such that

the geometric conjugacy class of (T, θ) corresponds to the G∗-class of s.
Then T is GF -conjugate to some torus of L.

Proof: To prove (i) it is clearly enough to consider the case where T = T′

and θ = θ′. Up to geometric conjugacy, we may even “transport” the situation

to Tw. Thus we need only consider elements g ∈ NG(Tw) which fix some
character θ0 ∈ Irr(TvF

w ) for some v ∈ W (Tw) where θ0 is such that the semi-

simple element s0 ∈ T∗
w corresponding to θ0 is geometrically conjugate to s

in L∗. In particular we have CG∗(s0) ⊂ L∗, so CW (T∗
w)(s) ⊂WL∗(Tw). By the

anti-isomorphism between W (Tw) and W (T∗
w) the element g corresponds to

an element of CW (T∗
w)(s), whence the result.

We now prove (ii). Let T0 ⊂ L and θ0 ∈ Irr(TF
0 ) be such that the geometric

class in L of the pair (T0, θ0) corresponds to the class in L∗ of s. Then

(T0, θ0) also corresponds to (s) for the duality between G and G∗, so (T, θ)
and (T0, θ0) are geometrically conjugate in G. Let g ∈ G be an element

which geometrically conjugates (T, θ) to (T0, θ0). Then Fg also geometrically
conjugates (T, θ) to (T0, θ0), so g.Fg−1 geometrically conjugates (T0, θ0) to

itself. Thus by (i) we have g.Fg−1 ∈ L. Using the Lang-Steinberg theorem to
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write g.Fg−1 = l−1.F l with l ∈ L, we get an element lg which is rational and
conjugates T to some torus of L.

We now place ourselves in the setting of 11.6, where we take L′ = L and

P′ = P = LU. The key step for 13.25 is

13.27 Proposition. Under the same assumptions as 13.25, let π and π′ be

two irreducible representations in E(LF , (s)), then

π∨ ⊗Qℓ[L
F ] H

i
c(Z,Qℓ)⊗Qℓ[L

F ] π
′

is 0 except for i = 2d, where d = dimU + dim(U ∩ FU) and π∨ is as in the

proof of 13.3. In addition we have

dim(π∨ ⊗Qℓ[L
F ] H

2d
c (Z,Qℓ)⊗Qℓ[L

F ] π
′) = 〈 π, π′ 〉LF .

Proof: We may choose two rational maximal tori T and T′ in L, char-

acters θ ∈ Irr(TF ) and θ′ ∈ Irr(T′F ) and TV (resp. T′V′) (the Levi de-
composition of) a Borel subgroup of L containing T (resp. T′) such that

there exists j (resp. k) for which 〈 π,H j
c (L

−1(V))⊗Qℓ[T
F ] θ 〉LF 6= 0 (resp.

〈 π′, Hk
c (L

−1(V′))⊗Qℓ[T
′F ] θ

′ 〉LF 6= 0); then π∨ ⊗Qℓ[L
F ] H

i
c(Zw,Qℓ) ⊗Qℓ[L

F ] π
′ is

a subspace of

θ∨ ⊗Qℓ[T
F ] H

j
c (L

−1(V)∨)⊗Qℓ[L
F ] H

i
c(Zw,Qℓ)⊗Qℓ[L

F ] H
k
c (L

−1(V′))⊗Qℓ[T
′F ] θ

′.

By similar arguments to those used in the proof of 11.5, the TF -module-T′F

given by

Hj
c (L

−1(V)∨)⊗Qℓ[L
F ] H

i
c(Zw,Qℓ)⊗Qℓ[L

F ] H
k
c (L

−1(V′))

is isomorphic to a submodule of H i+j+k
c (

⋃

w1
Z1
w1
,Qℓ), where Z1

w1
is the variety

analogous to Zw, relative to T and T′, and where w1 runs over elements of
T\S(T,T′)/T′ having the same image in L\S(L,L)/L as w. By an argument

similar to the proofs of 13.4 and 13.5, the character θ ⊗ θ′∨ does not occur
in this module if none of the w1 geometrically conjugates θ to θ′. By 13.26

(i), this implies that w is in L. Thus π∨ ⊗Qℓ[L
F ] H

i
c(Zw,Qℓ) ⊗Qℓ[L

F ] π
′ is zero

if w is not in L. If w is in L, i.e., w = 1 in L\S(L,L)/L, the variety Z1 (see

definition of Zw after 11.7) may be simplified. We have

Z1 = {(u, u′, g) ∈ U×U× F−1

P | uFg = gu′},

so (u, u′, g) ∈ Z1 implies uFgu′−1 = g ∈ P ∩ F−1
P. Using the decomposition

P ∩ F−1
P = L.(U ∩ F−1

U), and taking projections to L, we see that g ∈
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LF .(U ∩ F−1
U); so the variety projects to LF with all fibres isomorphic to

U×(U∩FU). Thus, up to a shift of 2d, the cohomology is that of the discrete

variety LF , thus

π∨ ⊗Qℓ[L
F ] H

i
c(Zw,Qℓ)⊗Qℓ[L

F ] π
′ =

{

π∨ ⊗Qℓ[L
F ] Qℓ[L

F ]⊗Qℓ[L
F ] π

′ if w ∈ L and i = 2d,

0 otherwise,

and the dimension of π∨ ⊗Qℓ[L
F ] Qℓ[L

F ] ⊗Qℓ[L
F ] π

′ is 〈 π, π′ 〉LF . Using the

arguments of 13.5 we get the required result for π∨ ⊗Qℓ[L
F ] H

i
c(Z,Qℓ) ⊗Qℓ[L

F ]

π′.

As the scalar product 〈RG
L π,R

G
L π

′ 〉GF is equal (using 10.6) to the alternating

sum of the dimensions of

π∨ ⊗Qℓ[L
F ] H

∗
c (L

−1(U)∨)⊗Qℓ[G
F ] H

∗
c (L

−1(U))⊗Qℓ[L
F ] π

′,

the above proposition thus shows that

〈RG

L π,R
G

L π
′ 〉GF = 〈 π, π′ 〉LF .

13.28 Remark. We note that in the above situation, even if we do not

assume that P = P′, the argument of the preceding proof (that w ∈ L) and
lemma 11.12 show that the Mackey formula holds for π and π′, i.e.,

〈RG

L⊂Pπ,R
G

L⊂P′π′ 〉G = 〈 π, π′ 〉LF .

As seen in 6.1.1, this implies that in this case RG
L⊂Pπ is independent of P.

We now prove theorem 13.25. From 13.27 the dimension of

⊕i+j=2dπ
∨ ⊗Qℓ[L

F ] H
i
c(L

−1(U)∨)⊗Qℓ[L
F ] H

j
c (L

−1(U)∨)⊗Qℓ[L
F ] π ≃

π∨ ⊗Qℓ[L
F ] H

i
c(Z)⊗Qℓ[L

F ] π

is equal to 1, so all the summands have dimension 0 except one, say

π∨ ⊗Qℓ[L
F ] H

i(π)
c (L−1(U)∨)⊗Qℓ[L

F ] H
2d−i(π)
c (L−1(U)∨)⊗Qℓ[L

F ] π

which has dimension 1. Suppose that the GF -module given by

Hj
c (L

−1(U))⊗Qℓ[L
F ] π

is not 0. Let χ be one of its irreducible components. Then χ is in E(GF , (s)),

so χ is in E(GF , (s−1)), and by 13.26 (ii), it is a component of RG
T (θ) where
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T is a maximal torus of L and θ is given by the geometric class of s. So χ
is a component of RG

LR
L
T(θ) and in particular appears in some RG

L (π′) with

π′ ∈ E(LF , (s)). Then χ∨ occurs in some π∨ ⊗Qℓ[L
F ] H

k
c (L

−1(U)∨) and thus

π∨ ⊗Qℓ[L
F ] H

j
c (L

−1(U)∨)⊗Qℓ[G
F ] H

k
c (L

−1(U))⊗Qℓ[L
F ] π 6= 0.

But this is a subspace of π∨ ⊗Qℓ[L
F ] H

j+k
c (Z,Qℓ)⊗Qℓ[L

F ] π
′, so this last space

is not 0, which proves by 13.27 that j = i(π). Since in that case the last

space is of dimension at most 1, we see that χ must be in addition the only

irreducible component of H i(π)
c (L−1(U))⊗Qℓ[L

F ]π. Whence (i) of the theorem.

Let us show (ii). (i) implies that RG
L induces an isometry from E(LF , (s)) to

E(GF , (s)). Let us show that this isometry is surjective. Let χ ∈ E(GF , (s));

by definition χ is a component of RG
T (θ′) for some torus T′ and some character

θ′ which is in the class defined by s. By 13.26 (ii), the torus T′ has a rational

conjugate in L. We may thus assume that T′ is in L. In that case RG
T′(θ) =

RG
L ◦R

L
T′(θ), so χ is indeed the RG

L of a character of E(LF , (s)).

It remains to see that εGεLR
G
L maps a true character to a true character.

This follows immediately from 12.17.

13.29 Exercise.
1. With the notation of the previous theorem, show that if w is the type

of a quasi-split torus of L with respect to a quasi-split torus of G, then

l(w) = d.
2. Use this result and (i) of the theorem to show directly that εGεLR

G
L maps

a true character to a true character (hint: we have εGεL = (−1)l(w)).

The special case of theorem 13.25 where L∗ = CG∗(s) shows that RG
L is then

a bijection from E(CG∗(s)∗F , (s)) to E(GF , (s)). However

13.30 Proposition. Let s be a central element of G∗F
∗

. Then:
(i) There exists a linear character ŝ ∈ Irr(GF ) such that, for any rational

maximal torus T of G, the pair (T, ŝ|TF ) is in the geometric conjugacy
class defined by s.

(ii) Taking the tensor product with ŝ defines a bijection

E(GF , 1)
∼
→E(GF , (s)).

Proof: As s ∈ Z(G∗F∗
), its geometric class defines a character of the ra-

tional points of any rational maximal torus of G since, if (G,T) is dual to

(G∗,T∗), the element s is in T∗wF∗
for any w. Let θ be the character of TF
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which corresponds to s. As any root of G∗ relative to T vanishes on s, we
get that θ is trivial on the rational points of the subtorus generated by the

images of the coroots. If T′ is a maximal torus in a semi-simple group, by
0.37 (iii) we have <Φ∨>⊗Q = Y (T′)⊗Q, so, using 0.20 T′ is generated by

the images of the coroots; so in general the subtorus generated by the images
of the coroots is T ∩G′ where G′ is the derived group of G. Thus θ factors

through TF/(TF ∩ G′). As the restriction to T of the quotient morphism
G→ G/G′ is surjective (as G = G′.R(G), and R(G) is in all tori), we have

T/(T ∩ G′) ≃ G/G′; as both T ∩ G′ and G′ are connected, by the Lang-
Steinberg theorem the isomorphism carries over to the rational points: we get

TF/(TF ∩G′) ≃ GF/(G′)F . Thus s defines some character ŝ of the abelian
group GF/(G′)F . The character thus defined is independent of the torus

used for its construction, since the characters obtained in various tori are ge-
ometrically conjugate, and geometric conjugacy is the identity on GF/(G′)F

(since it is trivial on (G/G′)F ≃ GF/G′F ). Let us now prove (ii). Taking the

tensor product with ŝ permutes the irreducible characters, and by 12.2 we
have RG

T (θ)ŝ = RG
T (θŝ) for any T. As the isomorphism Irr(TwF ) ≃ T∗F

∗w∗

is compatible with multiplication, if the geometric class of (T, θ) corresponds
to that of s1 ∈ G∗F∗

, then the class of (T, θŝ) corresponds to that of s1s,

whence (ii).

13.31 Remark. Actually it can be shown that GF/(G′)F is the semi-simple
part of the abelian quotient of GF (for quasi-simple groups, the abelian quo-

tient of GF is semi-simple except for A1(F2), A1(F3), B2(F2),
2A2(F2) and

G2(F2); see [J. Tits, Algebraic simple groups and abstract groups, Ann.

Math. 80 (1964), 313–329]).

The above proposition together with 13.25 (ii) gives the special case of 13.23

where CG∗(s) is a Levi subgroup, if we show that the unipotent characters

of a group and of its dual are in one-to-one correspondence; this results from
13.20 when the root systems of G and G∗ are of the same type, i.e., when G

has no quasi-simple components of type Bn or Cn; it was proved in this last
case by Lusztig in [L3].
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14. REGULAR ELEMENTS; GELFAND-GRAEV
REPRESENTATIONS; REGULAR AND
SEMI-SIMPLE CHARACTERS

The aim of this chapter is to expound the main results about Gelfand-Graev

representations. As the properties of these representations involve the no-
tion of regular elements, we begin with their definition and some of their

properties, in particular of regular unipotent elements.

14.1 Definition. An element x of an algebraic group G is said to be reg-

ular if the dimension of its centralizer is minimal.

If G is reductive, this dimension is actually equal to the rank of G by the

following result.

14.2 Proposition. Let G be a connected linear algebraic group.

(i) For any element x ∈ G we have dimCG(x) ≥ rk(G).
(ii) Assume G reductive; then in any torus T of G there exists an element

t such that CG(t) = T.

Proof: Let B be a Borel subgroup of G containing x and let U be its

unipotent radical. The conjugacy class of x under B is contained in xU, so its
dimension is at most dim(U) = dim(B)−rk(G). As this dimension is equal to

dim(B)−dimCB(x), we get dimCB(x) ≥ rk(G), whence dimCG(x) ≥ rk(G).

We now prove (ii). If we apply 0.7 to the action of T on G by conjugation,
we get an element t ∈ T such that CG(t) = CG(T). But by 0.32 this means

that CG(t) = T, whence the result.

14.3 Examples. Take G = GLn; its rank is n (see chapter 15). Any diagonal
matrix with diagonal entries all distinct is regular, as its centralizer is the

torus which consists of all diagonal matrices. The unipotent matrix











1 1

1
. . .
. . . 1

1











is regular, as its centralizer is the group of all upper triangular matrices with

constant diagonals.
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From now on G will denote a reductive group. The following result gives a
characterization of regular elements.

14.4 Theorem. Let x = su be the Jordan decomposition of an element of
G. The element x is regular if and only if u is regular in C◦

G(s).

Proof: We have CG(su) = CG(s) ∩ CG(u), so dimCG(su) = dimCC◦
G

(s)(u).
But su is regular if and only if this dimension is equal to rk(G) = rk(C◦

G(s)).

By 14.2 applied in C◦
G(s) this is equivalent to u being regular in C◦

G(s).

Note that by 14.2 we know that regular semi-simple elements exist. The
existence of regular unipotent elements is much more difficult to prove, and

will be done later. Once this existence is known, theorem 14.4 shows that
there are regular elements with arbitrary semi-simple parts.

14.5 Exercise. Show that in GLn or SLn a matrix is regular if and only if

its characteristic polynomial is equal to its minimal polynomial.

We first study semi-simple regular elements.

14.6 Proposition.
(i) Let T be a maximal torus of G; an element s of T is regular if and only

if no root of G relative to T is trivial on s.
(ii) A semi-simple element is regular if and only if it is contained in only one

maximal torus.
(iii) A semi-simple element s is regular if and only if C◦

G(s) is a torus.

Proof: Assertions (i) and (iii) are straightforward from proposition 2.3. As-
sertion (ii) is a direct consequence of assertion (iii).

14.7 Corollary. Regular semi-simple elements are dense in any Borel sub-

group.

Proof: Let B be a Borel subgroup and T be a maximal torus of B = TU; if
t ∈ T is regular and u is any element of U, then the semi-simple part of tu is

conjugate to t (see 7.1), so is also regular. But an element whose semi-simple
part is regular has to be semi-simple as, by 14.6 (iii), it is then in a torus

(see 2.5), so tu is regular semi-simple. By 14.6 (i) the regular elements of a
T form an open (and so dense) subset Treg of T. So the set Treg ×U, which

consists of regular semi-simple elements, is dense in B.

14.8 Remark. The above proof shows that if t ∈ T is regular then the map
u 7→ u−1 tu is surjective from U onto itself.

14.9 Corollary. Regular semi-simple elements are dense in G.
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Proof: This is clear from 14.7 as G is the union of all Borel subgroups.

We now consider regular unipotent elements. The proof of their existence (due
to Steinberg) is not easy. We shall prove it only for groups over Fq by deducing

it from the fact that there is only a finite number of unipotent classes in G.
This last result is true in any characteristic (the most difficult case being finite

characteristic). We follow here a proof given by Lusztig, [L1], for the case of
groups over Fq because it is a good illustration of the theory of representations

of finite groups of Lie type. In that proof the group G is assumed to have
a connected centre. As the quotient morphism G → G/Z(G) induces a

bijection on unipotent elements and also on unipotent classes this assumption
does not restrict the generality of the result. The idea of the proof is to use

the representation theory of GF to separate the unipotent classes of GF by
a finite set of class functions whose cardinality is bounded independently of

q, which gives the result as G =
⋃

n∈N∗ GFn
.

First we need some notation. If G is a connected reductive group over Fq,

defined over Fq, and G∗ is dual to G (we shall denote by T and T∗ a pair
of dual rational maximal tori) we define E(GF ) to be the linear span of

the Lusztig series E(GF , (s)) when s runs over the set S(G∗) of semi-simple
elements of G∗F∗

such that there exists a rational Levi subgroup L∗ of G∗

whose derived group L∗′ contains s and such that CL∗(s) is not contained
in some proper rational Levi subgroup of L∗. We denote by E(GF )u the

space of restrictions of E(GF ) to unipotent elements. The main lemma is the
following.

14.10 Lemma. Let G be a connected reductive group over Fq with connected

centre and let F be a Frobenius endomorphism on G defining an Fq-structure;
the restriction of any class function f on GF to unipotent elements is in

E(GF )u.

Proof: The proof is by induction on the dimension of G. If Z(G) 6= {1}, the

map G→ G/Z(G) induces a bijection on rational unipotent elements, so the
restriction of f to unipotent elements is the restriction of a class function f on

(G/Z(G))F which group is equal to GF/Z(G)
F

since Z(G) is connected. By
the induction hypothesis we have f ∈ E(GF/Z(G)

F
)u. But the dual group

of G/Z(G) is isomorphic to a subgroup of G∗: the subgroup generated by
the root subgroups and a subtorus of T∗ dual to T/Z(G). As the dual of

a semi-simple group the group (G/Z(G))∗ is semi-simple, so is contained in
(G∗)′. Whence f ∈ E(GF )u in this case. We now assume that Z(G) = 1,

so G and G∗ are semi-simple. Let ρ be an irreducible character of GF ; it is
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in some Lusztig series E(GF , (s)). Assume first that the centralizer of s is
contained in some proper rational Levi subgroup L∗ of G∗. Then, by 13.25

(ii), we have ρ = RG
L (π), where π is, up to sign, an element of E(LF , (s)). By

the induction hypothesis applied to L, the restriction of π to the unipotent

elements of L is in E(LF )u. As RG
L commutes with the restriction to the

unipotent elements (see 12.6) and maps E(LF ) to E(GF ), the restriction of

RG
L (π) to the unipotent elements is in E(GF )u, whence the result in this case.

Assume now that the centralizer of s is not contained in a proper rational

Levi subgroup. We have s ∈ (G∗)′ = G∗, so E(GF , (s)) ⊂ E(GF ) and we get
the result in this last case.

We now have to show that the dimension of E(GF ) is bounded indepen-

dently of q. By 13.14 (iii), in the dual of a group with connected centre the
semi-simple elements have connected centralizers. So the condition that the

centralizer of s is not contained in a proper Levi subgroup of some Levi sub-

group L∗ can be seen on the root system of CG∗(s) (with respect to some
tori containing s). Explicitly, an element s ∈ G∗F∗

is in S(G∗) if and only if

there exists a Levi subgroup L∗ such that s ∈ L∗′ and that the root system of
CL∗(s) is not contained in a proper parabolic subsystem of the root system

of L∗. But in a given root system there is only a finite number of subsys-
tems, whence only a finite number of G∗-conjugacy classes of possible groups

CG∗(s), depending only on the type of the root system of G. Any one of these
groups is the centralizer of a finite number of elements of the corresponding

L∗′ by the following lemma applied to H = CG∗(s) ∩ L∗′ and G = L∗′.

14.11 Lemma. Let G be a connected reductive group group and let H be a
connected subgroup of maximal rank of G. Assume that the root system of

H (relative to some torus T) is not contained in any parabolic subsystem of
the root system of G relative to T; then Z(H)◦ = Z(G)◦. In particular, if G

is semi-simple, then so is H.

Proof: The centralizer in G of Z(H)◦ is a Levi subgroup of G containing

H (see 1.22), so is equal to G and we have Z(H)◦ ⊂ Z(G)◦. As H is of
maximal rank it contains Z(G)◦, whence the result.

So we get a finite number of G∗-conjugacy classes of possible elements s. As

the centralizers of these elements are connected, each G∗-conjugacy class gives
at most one rational conjugacy class, so there is a bound for the cardinality

of S(G∗) that depends only on the type of the root system of G∗.

We shall be done if we bound for each s the cardinality of E(GF , (s)). Each
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Deligne-Lusztig character has at most |W | components by 11.15, and the
number of Deligne-Lusztig characters “in” a Lusztig series E(GF , (s)) is the

number of classes of maximal rational tori in the centralizer of s, so is again
bounded by |W |.

We now recall a well-known result from algebraic geometry which will be used

in the proofs of 14.13 and of 14.20.

14.12 Lemma. The dimension of any fibre of a surjective morphism from an
irreducible variety X to another Y is at least dim(X) − dim(Y); moreover

this inequality is an equality for an open dense subset of Y.

Proof: For the proof of the inequality see [Ha, II, exercise 3.22]. The second

statement is proved in [St2, appendix to 2.11, prop. 2].

We can now prove

14.13 Theorem. Regular unipotent elements exist.

Proof: The variety Gu of unipotent elements is a finite union of conjugacy

classes, so has the same dimension as one of them. Thus the existence of a
regular unipotent class is equivalent to the equality codim(Gu) = rk(G). Note

that we have codim(Gu) ≥ rk(G), as the codimension of any conjugacy class
is at most rk(G) by 14.2 (i). To compute the dimension of Gu, we consider

the unipotent radical U of a Borel subgroup B = TU and the morphism
G × U → G given by (g, u) 7→ gu. Its image is Gu. Consider an element

u =
∏

α uα (where α runs over the roots of G relative to T; see 0.31 (v))
such that uα 6= 1 for any simple α. We shall see in the proof of “(iv) implies

(iii)” in 14.14 that u is contained in only one Borel subgroup. So (g, v) is
in the fibre of u if and only if g ∈ B and v = g−1

u; thus the fibre of u is

isomorphic to B. By 14.12 we have dim(B) ≥ dim(G) + dim(U)− dim(Gu).
As dim(B)−dim(U) = dim(T) = rk(G), we get codim(Gu) ≤ rk(G), whence

the result.

Once we know they exist we can prove the following characterizations of

regular unipotent elements.

14.14 Proposition. Let u be a unipotent element of G; the following prop-
erties are equivalent:

(i) u is regular.
(ii) There is only a finite number of Borel subgroups containing u.

(iii) There is only one Borel subgroup containing u.
(iv) There exists a Borel subgroup B containing u and a maximal torus T

of B such that in the decomposition u =
∏

α uα, where α runs over the
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roots of G relative to T (see 0.31 (v)), none of the uα for α simple is
equal to 1.

(v) Property (iv) is true for any Borel subgroup B containing u and any
maximal torus of B.

Proof: It is obvious that (iii) implies (ii) and that (v) implies (iv). We

prove that (ii) implies (v). Let B be a Borel subgroup containing u and T

be a maximal torus of B; if one of the uα is 1, then for any v ∈ Uα the

element vu has also a trivial component in Uα by the commutation formulae
0.31 (iv). Let n ∈ NG(T) be a representative of the simple reflection sα of

W (T) corresponding to α; then nvu is in B since the only root subgroup of B

which is mapped onto a negative root subgroup under the action of n is Uα.

Whence we see that u is in vsαB for any v ∈ Uα. These Borel subgroups are

all distinct since two distinct elements of Uα differ by a non-trivial element
of Uα, and so by an element which is not in sαB = NG(sαB). Thus we have

got an infinite number (at least an affine line) of Borel subgroups containing
u.

We show now that (iv) implies (iii). We denote by B (resp. T) the Borel

subgroup (resp. maximal torus) given by (iv). Let B1 be a Borel subgroup
containing u and let T1 be a torus contained in B∩B1 (see 1.5); then T = vT1

with v ∈ U, so that vB1 is a Borel subgroup containing T and so equals wB

for some w ∈W (T). Thus we see that wB contains vu. By the commutation

formulae 0.31 (iv), the element vu satisfies the same property as u, but if α
is a simple root such that w−1

α is negative, then the root subgroup Uα has

a trivial intersection with wB, so the component of vu in Uα is necessarily
trivial. This is a contradiction if w is not 1, i.e., if B1 6= B.

So far we have proved the equivalence of (ii), (iii), (iv), (v). We shall show
now that (i) is equivalent to these four properties. First we prove that (i)

implies (iv). Let u be a regular unipotent element and B = TU be a Borel
subgroup containing u; we write u =

∏

α uα with uα ∈ Uα. Assume that for

some simple α we have uα = 1. The element u is in the parabolic subgroup
P = B ∪ BsαB where sα is the reflection with respect to α. In that para-

bolic subgroup the conjugacy class of u contains only elements of U whose
component in Uα is 1, so is of dimension at most dim(U) − 1. Hence the

dimension of the centralizer of u in P is at least dim(P) − (dim(U) − 1).
As dim(P) = dim(U) + dim(T) + 1, we get CP(u) ≥ rk(G) + 2, which is a

contradiction by 14.2.
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We now prove that any u satisfying (i) is conjugate to any v satisfying (iv),
which will finish the proof and prove in addition that all regular elements

are conjugate. We already know that u satisfies (iv). Replacing v by a
conjugate, we may assume that the groups B and T of property (iv) are the

same for u and for v. Replacing v by a T-conjugate, we may assume that
the components of v and u in Uα for α simple are equal (see 0.31 (i) and

0.22), so that vu−1 is in U∗ =
∏

α∈Φ+−Π Uα. As the orbits of a unipotent
group acting on a variety are closed (see [St2, 2.5, proposition]), the set

{ [x, u] | x ∈ U } is a closed subvariety of U∗. Its codimension in U is
dim(CU(u)). If we prove that this codimension is equal to that of U∗, we shall

get the equality U∗ = { [x, u] | x ∈ U }, whence the existence of an x ∈ U such
that [x, u] = vu−1, so v = xu, whence the proposition. But the codimension

of U∗ in U is the semi-simple rank of G, equal to rk(G) − dim(Z(G)), and
this is also the dimension of CU(u) by the following lemma.

14.15 Lemma. Let u be a regular unipotent element and let U be the

unipotent radical of the unique Borel subgroup containing u; then CG(u) =
Z(G).CU(u).

Proof: If g centralizes u then u is in g−1
B, so, as (i) implies (iii) in 14.14,

we get that g normalizes B, i.e., is in B. So the Jordan decomposition of g is

of the form g = tv with t semi-simple in CB(u) and v unipotent. By 14.14 (v)
as t is in some maximal torus of B, we get t ∈ Z(G), whence the lemma.

Note that in the proof of 14.14 we have shown

14.16 Proposition. All regular unipotent elements are conjugate in G.

We have also proved that any element of U∗ is a commutator of a regular

element and another element of U, so in particular

14.17 Proposition. The derived group of U is U∗.

The following important result involves the notion of good characteristic

for G. The characteristic is good if it does not divide the coefficients of
the highest root of the root system associated to G. Bad (i.e., not good)

characteristics are p = 2 if the root system is of type Bn, Cn or Dn, p = 2, 3
in types G2, F4, E6, E7 and p = 2, 3, 5 in type E8 (see [Bbk, VI §4]).

14.18 Proposition. Let u be a regular unipotent element of G; if the char-
acteristic is good for G then CU(u) is connected, otherwise u is not in C◦

U(u),

and CU(u)/C◦
U(u) is cyclic generated by the image of u.

Proof: See [T. A. Springer Some arithmetic results on semi-simple Lie

algebras, Publications Mathématiques de l’IHES, 30 (1966) 115–141, 4.11,
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4.12] and [B. Lou The centralizer of a regular unipotent element in a semi-
simple algebraic group, Bull. AMS, 74 1144–1146]. Most of the proof is by a

case-by-case check.

From the above results on unipotent and semi-simple regular elements, we
can deduce results for all regular elements.

14.19 Corollary. An element x is regular if and only if it is contained in
a finite number of Borel subgroups, and this number is equal to |W/W ◦(s)|
where s is the semi-simple part of x.

Proof: By 14.4 if su is the Jordan decomposition of x, then x is regular if

and only if u is regular in C◦
G(s), which is equivalent to u being contained

in a finite number of Borel subgroups (in fact one) of C◦
G(s). But a Borel

subgroup of C◦
G(s) is of the form B ∩ C◦

G(s) where B is a Borel subgroup

of G containing a maximal torus of C◦
G(s) (see 2.2 (i)). As the number of

Borel subgroups containing a maximal torus in a connected reductive group

is finite, we get the first assertion. This number is equal to the cardinality of
the Weyl group, so is |W | in G and |W ◦(s)| in C◦

G(s); moreover any two Borel

subgroups of C◦
G(s) are contained in the same number of Borel subgroups of

G since they are conjugate, whence the second assertion.

We now give a general result about centralizers. This result is due to Springer

[A note on centralizers in semi-simple groups, Indagationes Math. 28 (1966),
75–77]. We follow here the proof given in [St2, remark of 3.5].

14.20 Proposition. The centralizer of any element contains an abelian sub-
group of dimension at least rk(G).

Proof: The result is clear for semi-simple elements. The idea of the proof is

to use the fact that semi-simple elements are dense in G (see 14.9). Consider
the variety

Sn = { (x1, x2, . . . , xn) ∈ Gn | all xi belong to the same torus };

then the projection (x1, x2, . . . , xn) 7→ (x1, x2, . . . , xn−1) is surjective from Sn
to Sn−1. Moreover, as Sn is the image of G×Tn by the map (g, t1, . . . , tn) 7→
(gt1, . . . ,

gtn), it is irreducible, so its closure Sn is also irreducible. It fol-

lows that the projection is also surjective from Sn to Sn−1. Note also that
the components of an element of Sn commute with each other, so the same

property is true for Sn. By the density property of semi-simple elements
we have S1 = G. Now let x be an arbitrary element of G and choose

n and (x1, x2, . . . , xn−1) ∈ Gn−1 such that (x, x1, . . . , xn−1) ∈ Sn and that
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CG(x, x1, . . . , xn−1) is minimal (to get the existence of such an n and such
an (n − 1)-tuple, argue first on the dimension of the centralizer, then on

the cardinality of CG(x, x1, . . . , xn−1)/CG(x, x1, . . . , xn−1)
◦). Then any z ∈

G such that (x, x1, . . . , xn−1, z) ∈ Sn+1, satisfies CG(x, x1, . . . , xn−1, z) =

CG(x, x1, . . . , xn−1), so is in the centre of CG(x, x1, . . . , xn−1). The set of
such elements z is thus an abelian subgroup of CG(x), so we shall be done if

we prove that the fibres of the projection Sn+1 → Sn are of dimension at least
rk(G). By 14.12 (which we can use since the morphism is surjective and Sn+1

is irreducible) the dimension of any fibre is at least dim(Sn+1)−dim(Sn), and
this inequality is an equality for a dense open subset of Sn. But the fibre of

an element of Sn contains at least a maximal torus, so has dimension greater
than rk(G) whence dim(Sn+1)− dim(Sn) ≥ rk(G), which gives the result.

14.21 Corollary. If x is regular then C◦
G(x) is abelian.

Proof: We know that the dimension of C◦
G(x) is equal to rk(G), but by

14.20, C◦
G(x) contains an abelian subgroup of that dimension, whence the

result.

We now study rational classes of regular unipotent elements. We assume that
G is defined over Fq with Frobenius endomorphism F .

14.22 Remark. Note that all the rational classes of regular unipotent el-
ements have the same cardinality: indeed the centralizer CG(u) of such an

element u is abelian by 14.18 and 14.21 and an easy computation shows that
if x ∈ G is such that L(x) ∈ CG(u) the conjugation by x maps CGF (u) onto

CGF (xu), so that these two centralizers have the same cardinality.

We shall use the notation H1(F,H) for the set of F -conjugacy classes of an
algebraic group H defined over Fq. Recall that by 3.22 we have H1(F,H) =

H1(F,H/H◦). Note also that if H is an abelian group the F -conjugacy classes

are the cosets with respect to the subgroup L(H) (the Lang map is a group
morphism in this case), so H1(F,H) ≃ H/L(H) and, as the kernel of L is

HF we have |H1(F,H)| = |HF |.

14.23 Proposition. The number of regular unipotent elements in GF is
|GF |/(|Z(G)◦

F
|ql) where l is the semi-simple rank of G.

Proof: A regular unipotent element lies in only one Borel subgroup, so
the number of rational regular unipotent elements is equal to the product of

the number of rational Borel subgroups (which is |GF/BF | for any rational
Borel subgroup B) with the number of such elements in a given Borel sub-

group. By 14.14 (v), the number of rational regular unipotent elements in a
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Borel subgroup B = TU is |U∗F | times the number of elements of UF/U∗F

whose every component is non-trivial in the decomposition U/U∗ =
∏

Uα

(we shall say that these elements are regular in U/U∗). By 0.31 (i) and 0.22
any two regular elements of U/U∗ are conjugate by an element of T, but

the centralizer of a regular element in T is Z(G), so by 3.21 the number
of TF -orbits of regular rational elements of UF/U∗F is |H1(F, Z(G))|. In

each such orbit there are |TF/Z(G)F | elements, so the number of regular
elements in GF is |GF |/(|TF ||UF |)|U∗F ||H1(F, Z(G))||TF |/|Z(G)F |. Now

UF/U∗F has cardinality ql (by, e.g., 10.11 (ii), as it is an affine space of di-
mension l) and H1(F, Z(G)) = H1(F, Z(G)/Z(G)◦) has the same cardinality

as Z(G)F/Z(G)◦
F

because Z(G)/Z(G)◦ is abelian, so the result follows.

Note that by 3.21 and the above proof L−1
T (Z(G)) permutes transitively the

regular elements of UF/U∗F .

14.24 Proposition. If the characteristic is good for G, the GF -conjugacy

classes of rational regular unipotent elements are parametrized by the F -
conjugacy classes of Z(G)/Z(G)◦.

Proof: First note that, as all regular unipotent elements are conjugate in
G, rational regular unipotent elements exist (see 3.12). Then 3.25 tells us

that the GF -conjugacy classes of rational regular unipotent elements are
parametrized by the F -conjugacy classes of CG(u)/C◦

G(u), if u is such an

element. If the characteristic is good, by 14.18, we have CG(u)/C◦
G(u) =

Z(G)/Z(G)◦, whence the result.

The following corollary is clear.

14.25 Corollary. If the characteristic is good and the centre of G is con-

nected, there is only one class of regular unipotent elements in GF .

Note that the parametrization of 14.24 is well-defined only once we have

chosen a rational class of regular unipotent elements. From now on we shall
fix such an element which will be denoted by u1.

When the characteristic is bad CG(u1) is not connected. The rational conju-

gacy classes of regular unipotent elements are parametrized by

H1(F, Z(G)/Z(G)◦ × CG(u1)/C
◦
G(u1));

the first projection maps these F -classes onto the F -classes of Z(G)/Z(G)◦.
We shall denote by Uz the set of regular unipotent elements of GF in a class

parametrized by any element of the fibre of z ∈ H1(F, Z(G)/Z(G)◦). If U
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is the unipotent radical of some Borel subgroup and if T is a maximal torus
of B we put U∗ =

∏

α∈Φ+−Π Uα, where Φ is the root system of G relative to

T and Π the basis of Φ defined by B. The sets Uz are characterized by the
following property.

14.26 Proposition. With the above notation (and assuming B and T ra-

tional), two regular elements u and u′ of UF are in the same set Uz if and

only if there exists t ∈ TF such that u−1 tu′ is in U∗.

Proof: There is a rational conjugate of u1 in U which we denote again by
u1. Any element which conjugates u1 to u is in B by 14.14 (iii). So we have

u = svu1 with s ∈ T and v ∈ U . The class of u is parametrized by the
F -class of v−1s−1FsFv in H1(F, Z(G)/Z(G)◦×CG(u1)/C

◦
G(u1)) (we know by

14.15 that s−1Fs is in Z(G)). The element u′ is in the same Uz if and only if
it can be written s′v′u1 with s−1Fs and s′−1Fs′ in the same F -class of Z(G),

which means that we have ts′v′u1 = sv′u1 with t ∈ TF . So u and tu′ are

conjugate under U, which implies by 0.31 (iv) that they have the same image
in U/U∗. Conversely, if svu1 and ts′v′u1 have the same image in U/U∗, the

element s−1ts′ must be central by 14.14 (v) and 0.31 (i), so s−1Fs and s′−1Fs′

are in the same F -class of Z(G), whence the result.

We shall now give the definition of the Gelfand-Graev representations. In the

following we fix a rational Borel subgroup B of G and a rational maximal
torus T of B, so that we have the Levi decomposition B = TU. We denote by

Π a basis of the root system of G relative to T. The Frobenius endomorphism
defines a permutation τ of Π (see chapter 8). For any orbit O of τ in Π, we

denote by UO the image of
∏

α∈O Uα in U/U∗. It is a commutative group
isomorphic to G|O|

a . The action of F maps Uα on Uτα for each α ∈ Π (and

is an isomorphism of abstract groups). The action of F |O| stabilizes each Uα

for α ∈ O, so the group of rational points UF
O is isomorphic to UF |O|

α for any

α ∈ O. We choose such an α: the group Uα is isomorphic to the additive

group and we can choose this isomorphism so that the image in Uα of 1 ∈ Ga

is fixed by F |O| (by 0.44 (i) and the Lang-Steinberg theorem); we then get

UF
O ≃ Fq|O| (see 3.8). In the following we shall assume that we have made

such choices for each orbit O.

14.27 Definition. A linear character φ ∈ Irr(UF ) is regular if:

(i) Its restriction to U∗F is trivial,

(ii) Its restriction to UF
O is not trivial for any orbit O of τ in Π.

Note that, as U/U∗ is abelian (isomorphic to a product of additive groups),
the group UF/U∗F ≃ (U/U∗)F is abelian too, so U∗F contains the derived

group of UF (actually it is almost always equal to that derived group, the
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only exceptions for quasi-simple groups being groups of type B2 or F4 over
F2 and groups of type G2 over F3; see [R. B. Howlett On the degrees

of Steinberg characters of Chevalley groups Math. Zeitschrift, 135 (1974),
125–135, lemma 7] where the proof is given in the case of split groups, for

non-split groups the proof is similar). Note also that the quotient map is an
isomorphism of varieties

∏

α∈Π Uα
∼
→U/U∗ compatible with the actions of T

and that this isomorphism induces a bijection on rational elements. We thus
have an action of TF on regular characters.

14.28 Proposition. The TF -orbits of regular characters of UF are in one-

to-one correspondence with H1(F,ZG).

Proof: By the remark after 14.23 L−1
T (Z(G)) acts transitively on regular

elements of UF/U∗F . By the remarks before 14.27, a regular character is
identified with an element of

∏

O∈Π/τ{Irr(F
+

q|O|)−{Id}} and a regular element

of UF/U∗F is identified with an element of
∏

O∈Π/τ{Fq|O| − {0}}. So we see
that L−1

T (Z(G)) acts transitively on the set of regular characters of UF . It

is also clear that the stabilizer of a regular character is Z(G). So, by 3.25
we get the result (in 3.25 the group is assumed to be connected but the only

property actually needed is that the stabilizer of an element is contained in

the image of the Lang map, so we can apply 3.25 to L−1
T (Z(G)) in our case).

Note that, by the above proof, the regular characters of UF are parametrized
by L−1

T (Z(G))/Z(G). As in the case of regular unipotent elements, this

parametrization is well-defined once we have chosen a regular character. From
now on we shall fix such a character which will be denoted by ψ1. We make

the choice in the following way: we fix an integer N , multiple of |O| for any
orbit O, and choose a character χ of FqN having a non-trivial restriction to Fq;

then we take for ψ1 the product of the restrictions of χ to the additive groups
Fq|O| . The orbit of regular characters parametrized by z ∈ H1(F, Z(G)) will

be denoted by Ψz. If ż is the image in L−1
T (Z(G))/Z(G) of an element

t ∈ L−1
T (Z(G)) such that the F -conjugacy class of L(t) is equal to z, the

character ψż = tψ1 is in Ψz.

14.29 Definition. For z ∈ Z(G) we define the Gelfand-Graev repre-

sentation Γz (or ΓG
z ) by Γz = IndGF

UF (ψż).

The following result is due to Steinberg:

14.30 Theorem. The Gelfand-Graev representations are multiplicity free.

Proof: We shall not give the proof here. It may be found, e.g., in [Ca,
8.1.3]; the proof given there is written under the assumption that Z(G) is

connected, but it applies without any change to our case.
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We now study the effect of Harish-Chandra restriction and of duality on the
Gelfand-Graev representations. For this we need some notation and prelim-

inary results. If L is a rational Levi subgroup containing T of a rational
parabolic subgroup of G, to parametrize the regular characters of UF ∩ LF

by H1(F, Z(L)) we have to fix a particular regular character: we choose

ResU
F

UF ∩LF ψ1. The next lemma will allow us to compare the parametrizations
in G and in L.

14.31 Lemma. The inclusion Z(G) ⊂ Z(L) induces a surjective map

hL : H1(F, Z(G))→ H1(F, Z(L)).

Proof: First note that Z(L) ⊃ Z(G) and that the quotient Z(L)/Z(G) is

connected, by 0.36 and 13.14 (ii), as it is the centre of the Levi subgroup
L/Z(G) of the group G/Z(G) (use a similar argument to that in 0.36 in L).

So any element of Z(L) is in the image of the Lang map modulo Z(G), which

means that it is F -conjugate to an element of Z(G) (it could also be said
that we have a long exact sequence of Galois cohomology groups

. . .→ H1(F, Z(G))→ H1(F, Z(L))→ 1,

as H1(F, Z(L)/Z(G)) is trivial).

14.32 Proposition. With the above notation we have

∗RG

L (ΓG

z ) = ΓL

hL(z).

Proof: We have to show that, for any class function f on LF , we have

〈RG

L (f),ΓG

z 〉GF = 〈 f,ΓL

hL(z) 〉LF .

By the definition of Harish-Chandra induction we have RG
L (f) = IndGF

PF f̃

where P = L.U is the parabolic subgroup which contains B and has L as a
Levi subgroup, and where f̃ is the function on PF defined by f̃(lu) = f(l).

So the left-hand side is equal to

〈 IndGF

PF f̃ , IndGF

UF ψż 〉GF =
∑

g∈PF \GF /UF

〈 f̃ , gψż 〉PF ∩gUF ,

the last equality by the ordinary Mackey formula. We know (see 5.5) that
there is a cross section of P\G/B consisting of the I-reduced elements of

W = W (T) (if L is the standard Levi subgroup LI). So we can choose as a
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cross section of PF\GF/UF a set of representatives in NG(T)F of I-reduced
elements of W F (see 5.6 (ii)). If n is such an element (a representative of

w ∈W F ) we have

PF ∩ nUF = (LF ∩ nUF ).(VF ∩ nUF ),

where V is the unipotent radical of P, and the restriction of f̃ to PF ∩ nUF

is equal to ResL
F

LF ∩nUF (f)× Id in that decomposition. So we have

〈 f̃ , nψż 〉PF ∩nUF = 〈ResL
F

LF ∩nUF f, nψż 〉LF∩nUF 〈 Id, ψż 〉n−1
VF ∩UF .

But, by the definition of ψż, the scalar product 〈 Id, ψż 〉n−1
VF ∩UF is not zero

(and is equal to 1) if and only if n
−1

V∩U contains no Uα for α ∈ Π. However,
as w is I-reduced, we have

n−1

V ∩U = n−1nI
0U ∩U,

where nI0 is a representative of the longest element wI
0 of WI (as the positive

roots mapped by wI
0 to negative roots are exactly the roots of <I>). This

group contains no Uα with α ∈ Π if and only if (wI
0)

−1w maps any positive

simple root to a negative root which means that it is the longest element w0

of W , so that w = wI
0w0. As w0 maps all positive roots to negative roots and

wI
0 changes the sign of exactly those roots which are in the root system of L,

we have L ∩ nU = L ∩U, so

〈RG

L (f),Γz 〉GF = 〈ResL
F

LF ∩UF f, nψż 〉LF∩UF .

So we shall have proved the proposition if we show that nψż|LF∩UF is in the
TF -orbit ΨhL(z) of regular characters of LF ∩UF . But we have ψż = tψ1 for

any t ∈ L−1
T (Z(G)) such that ż = tZ(G) and, by the definition of hL, the

character t(ResU
F

UF ∩LF ψ1) is in ΨhL(z). So, as L(nt) = L(t), it is sufficient to

show the result for z = 1. But then, by the choice of ψ1, the result is clear.

We now give two results on the dual of a Gelfand-Graev representation.

14.33 Proposition.
(i) The dual of any Gelfand-Graev representation is zero outside regular

unipotent elements.
(ii) We have 〈Γz, (−1)Π/τDGΓz′ 〉GF = |Z(G)

F
|δz,z′.

Proof: By 14.32 we have

DGΓz =
∑

J⊂Π/τ

(−1)|J|RG

LJ
(ΓhLJ

(z)).
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By the definition of RG
L we have

RG

LJ
(ΓhLJ

(z)) = IndG
F

PF
J
[Ind

LF
J

UF ∩LF
J
(ResU

F

UF ∩LF
J
(ψż))× IdVF

J
],

(where VJ is the unipotent radical of PJ). But an easy computation shows
that

Ind
LF

J

UF ∩LF
J
(ResU

F

UF ∩LF
J
(ψż))× IdVF

J
= Ind

PF
J

UF (ResU
F

UF ∩LF
J
(ψż)× IdVF

J
),

so we get by transitivity of induction RG
LJ

(ΓhLJ
(z)) = IndGF

UF (ResU
F

UF ∩LF
J
(ψż)×

IdVF
J
). Thus

DG(Γz) = IndGF

UF (
∑

J⊂Π/τ

(−1)|J| ResU
F

UF ∩LF
J
ψż × IdVF

J
).

To prove assertion (i) of the proposition it is sufficient to show that

∑

J⊂Π/τ

(−1)|J| ResU
F

UF ∩LF
J
ψż × IdVF

J

is zero outside regular unipotent elements of UF . Let u be in UF and let
∏

O∈Π/τ uO denote the projection of u on
∏

O UF
O; if we put ψO = ResU

F

UF
O
ψż,

we have

ψż(u) =
∏

O∈Π/τ

ψO(uO)

whence

∑

J⊂Π/τ

(−1)|J|(ResU
F

UF ∩LF
J
ψż × IdVF

J
)(u) =

∏

O∈Π/τ

(1− ψO(uO))

which is zero outside regular unipotent elements, as u is regular if and only

if uO 6= 1 for all O.

We now prove (ii). By the above computations we have DGΓz = IndGF

UF ϕ,
where

ϕ =
∑

J⊂Π/τ

(−1)|J| ResU
F

UF ∩LF
J
ψż × IdVF

J
,

which is zero outside regular unipotent elements. By the Mackey formula,

using the fact that NG(T)F is a cross section for UF\GF/UF , we have

〈DGΓz,Γz′ 〉GF =
∑

n∈NG(T)F

〈ϕ, nψż′ 〉UF ∩nUF .
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But UF ∩ nUF does not contain any regular unipotent element if n is not in

T, and 〈ResU
F

UF ∩LF
J
ψż × IdVF

J
, ψż′ 〉UF is equal to zero if J 6= Π/τ . So we have

〈DGΓz,Γz′ 〉GF = (−1)Π/τ
∑

t∈TF

〈ψż,
tψż′ 〉UF .

The characters ψż and tψż′ can be equal only if z = z′. There are then

|Z(G)F | values of t such that ψż = tψż′ , whence the result.

Using the Gelfand-Graev representations, we can give the value of any char-

acter on a regular unipotent element at least when the characteristic is good.

14.34 Definition. We put σz =
∑

ψ∈Ψ
z−1

ψ(u1).

14.35 Theorem.
(i) For any χ ∈ Irr(GF ) we have

|Uz|
−1

∑

u∈Uz

χ(u) =
∑

z′∈H1(F,Z)

σzz′−1〈 (−1)|Π/τ |DG(χ),Γz′ 〉GF .

(ii) We have 〈
∑

z Γz,
∑

z Γz 〉 = |H1(F, Z(G))||Z(G)
F
|ql, where l is the semi-

simple rank of G.

Proof: In the following we shall denote by γz the class function on GF

whose value is zero outside Uz and |GF |/|Uz| on Uz. We have seen in the

proof of 14.33 that DGΓz = IndGF

UF ϕ, where ϕ is a function on UF/U∗F which
is zero outside the set of regular elements. So by 14.26 DGΓz is constant on

Uz′ , and there exist coefficients cz,z′ such that DGΓz =
∑

z′∈H1(F,Z) cz,z′γz′. By
14.33 (ii) the matrix (cz,z′)z,z′ is invertible and its inverse is

((−1)|Π/τ ||Z(G)F |−1〈Γz′, γz 〉GF )z,z′ .

Let t ∈ L−1
T (Z) be such that the F -class of L(t) is equal to z; we have

〈Γz′, γz 〉GF = |Uz|
−1

∑

u∈Uz

Γz′(u) = Γz′(
tu1),

the last equality because Γz′ is constant on Uz, as it is induced from ψż′ which

factorizes through (U/U∗)F . So

〈Γz′, γz 〉GF = Γz′(
tu1) = Γz′z−1(u1).

We now apply the following lemma:
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14.36 Lemma. We have σz = |Z(G)F |−1Γz−1(u1).

Proof: By definition

Γz(u1) = |UF |−1
∑

{ g∈GF |gu1∈UF }

ψż(
gu1).

As u1 is regular, we must have g ∈ BF in the above summation and, if g = tv

with t ∈ TF and v ∈ UF , then ψż(
gu1) = ψż(

tu1), whence, as Z(G)F is the
kernel of the TF -action on Ψz, we get

|Z(G)F |−1Γz(u1) =
∑

ψ∈Ψz

ψ(u1) = σz−1 .

So we get

|Z(G)F |−1〈Γz′, γz 〉GF = σzz′−1 .

So (−1)|Π/τ |(σzz′−1)z,z′ is the inverse matrix of (cz,z′)z,z′, i.e.,

γz =
∑

z′∈H1(F,Z)

σzz′−1(−1)|Π/τ |DGΓz′ ,

whence (i) by taking the scalar product of both sides with χ.

Let us prove (ii). We have 〈
∑

z Γz,
∑

z Γz 〉 = 〈
∑

zDGΓz,
∑

zDGΓz 〉 and, with
the above notation, it follows that

〈
∑

z

DGΓz,
∑

z

DGΓz 〉 = 〈
∑

z,z′

cz,z′γz′,
∑

z,z′

cz,z′γz′ 〉

=
∑

z′

〈
∑

z

cz,z′γz′,
∑

z

cz,z′γz′ 〉.

But
∑

z′

cz,z′ = 〈DGΓz, IdG 〉 = 〈Γz, StG 〉 = |GF |−1Γz(1) StG(1)

= |GF |−1(|GF |/UF |)|GF |p = 1 (see 3.19 (i)),

whence
∑

z cz,z′ = 1 as cz,z′ = c1,z−1z′. Thus

〈
∑

z

DGΓz,
∑

z

DGΓz 〉 =
∑

z′

〈 γz′, γz′ 〉 =
∑

z′

|GF |/|Uz′|.

All the sets Uz have the same cardinality as they are geometrically conjugate,

so their cardinality is |H1(F, Z(G))|−1 times the number of regular unipotent
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elements. Hence the above sum is equal to |Z(G)◦
F
|ql|H1(F, Z(G))|2 by

14.23. As Z(G)/Z(G)◦ is abelian we have

|H1(F, Z(G))| = |H1(F, Z(G)/Z(G)◦)| = |Z(G)F/Z(G)◦
F
|,

whence the result.

14.37 Corollary. If the centre of G is connected and Γ denotes the unique
Gelfand-Graev representation, then DGΓ is equal to |Z(G)

F
|ql on regular

unipotent elements (and to zero elsewhere). If moreover the characteristic is
good we have DGΓ = πGF

u , where u is a rational regular unipotent element.

Proof: In that case there is only one cz,z′ whose value has to be 1 by the
proof of 14.35 (ii). If moreover the characteristic is good the set of rational

regular unipotent elements is one conjugacy class.

14.38 Corollary. If the characteristic is good for G, we have

χ(u) =
∑

z′∈H1(F,Z)

σzz′−1〈 (−1)|Π/τ |DG(χ),Γz′ 〉GF

for any u ∈ Uz.

Proof: In that case the set Uz is one conjugacy class by 14.18.

Note that, since for bad characteristic the distinct conjugacy classes into
which Uz splits have all the same cardinality (see 14.22), the left-hand side of

14.35 is the mean of the values of χ at these classes.

The final part of this chapter is devoted to the study of irreducible compo-
nents of Gelfand-Graev representations and of their dual. We shall prove in

particular that when the centre of G is connected these representations are
uniform.

14.39 Definition. An irreducible character of GF is regular if it is a com-
ponent of some Gelfand-Graev character. An irreducible character whose dual

is (up to sign) a regular irreducible character will be called semi-simple.

For example the character StG is regular as ResG
F

UF StG = regUF (see 9.3 and
3.19 (i)), so by Frobenius reciprocity StG is a component of any Gelfand-

Graev representation. The character IdG is thus semi-simple. The following
definition will allow us to describe the regular and semi-simple characters (see

14.47 and 14.49 below).
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14.40 Definition. If s is a semi-simple element of G∗F∗
and if T∗ is a

rational maximal torus containing s, we define a class-function χ(s) on GF by

χ(s) = |W ◦(s)|−1
∑

w∈W◦(s)

εGεT∗
w
RG

T∗
w
(s),

where W ◦(s) is as in 2.4 and T∗
w is a torus of G∗ of type w (with respect to

T∗; see notation after 13.13).

Note that εGεT∗
w

= εT∗(−1)l(w). Note also that the above definition does not
depend on T∗: choosing another rational maximal torus containing s only

makes a translation on the types inside W ◦(s).

We now define a rational series of characters, denoted by E(GF , (s)G∗F∗), as
the set of irreducible components of the RG

T∗(s) where the semi-simple class

(s)G∗F∗ of s in G∗F∗
is fixed; it is thus a subset of E(GF , (s)). Then we see

that χ(s) is in E(GF , (s)G∗F∗). Note that by 13.15 (ii) and 3.21, if the centre

of G is connected, the rational series and the geometric series are the same.

This is not true in general, as can be seen from the following proposition.

14.41 Proposition. The rational series of characters form a partition of

Irr(GF ).

This result will be proved later (see 14.50). We shall also use the next result.

14.42 Proposition. The number of rational geometric semi-simple classes
of G∗ is |Z(G)◦

F
|ql, where l is the semi-simple rank of G.

Sketch of the proof: We follow the proof given in [DL1, 5.7]. Let T∗ be

the rational maximal torus of G∗ which defines the duality with G. Any semi-
simple class has a representative in T∗ and two elements of T∗ are conjugate

in G∗ if and only if they are conjugate by the Weyl group W of G∗ with
respect to T∗ (see 0.12 (iv)). So geometric semi-simple conjugacy classes are

in one-to-one correspondence with T∗/W and rational semi-simple geometric
classes are in one-to-one correspondence with (T∗/W )F

∗
. By 10.4 and 10.10

(i) we have

|(T∗/W )F
∗

| = Trace(F ∗|H∗
c (T

∗/W )) = Trace(F ∗|H∗
c (T

∗)W ).

We then apply Künneth’s theorem 10.9 to the decomposition T∗ = T∗′.Z(G∗)◦

where T∗′ is the intersection of T∗ with the derived group of G∗. It is

then easy to see that the trace is equal to |Z(G∗)◦F
∗
|Trace(F ∗|H∗

c (T
∗′)W ).

We have |Z(G∗)◦F
∗
| = |Z(G)◦

F
|. Using Poincaré duality and the fact that

T∗′ ≃ Y (T∗′)⊗ (Q/Z)p′ one gets

Trace(F ∗|H2l−i
c (T∗′)W ) = ql−i Trace(F,∧iY (T∗′)W ).
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A known result on the action of a reflection group on a real vector space (see
[BbkV, ex. 3 of §2] shows that W has no fixed point on ∧iY (T∗′) if i 6= 0,

which gives the result.

14.43 Proposition. We have 〈χ(s), χ(s) 〉GF = |(W (s)/W ◦(s))F
∗
|.

Proof: By definition

〈χ(s), χ(s) 〉 = |W ◦(s)|−2
∑

w,w′∈W◦(s)

〈RG

T∗
w
(s), RG

T∗
w′

(s) 〉

= |W ◦(s)|−2
∑

w∈W◦(s)

|W (s)
wF∗

||W ◦(s) ∩ {F ∗-class of w in W (s)}|

= |W ◦(s)|−2
∑

w∈W◦(s)

|{ v ∈W (s) | vwF∗

v−1 ∈W ◦(s) }|,

the second equality by 11.15 (as the proof of 13.13 shows that the stabilizer

of θ in W (T)F is isomorphic to that of s in W (T∗)F
∗

for corresponding pairs
(T, θ) and (T∗, s)). But, as w is in W ◦(s), the F ∗-conjugate by v ∈ W (s) of

w is in W ◦(s) if and only if the image of v in W (s)/W ◦(s) is F ∗-fixed, so we
get

〈χ(s), χ(s) 〉 = |W ◦(s)|−2
∑

w∈W◦(s)

|(W (s)/W ◦(s))F
∗

||W ◦(s)|,

whence the result.

14.44 Proposition. For any z ∈ H1(F, Z(G)) we have 〈χ(s),Γz 〉GF = 1.

Proof: We shall use the following property of Green functions.

14.45 Lemma. The value of any Deligne-Lusztig character at a regular uni-
potent element is 1.

Proof: The proof is in [DL1, 9.16]. Its main ingredient is the use of a com-
pactification of the variety L−1(U)/TF . The trace of u on H∗

c (L
−1(U)/TF )

is then computed, using the fact that u, being regular unipotent, has only

one fixed point a on that compactification, and by taking local coordinates
at a.

By definition we have

〈χ(s),Γz 〉 = |W ◦(s)|−1
∑

w∈W◦(s)

〈 εGεT∗
w
RG

T∗
w
(s),Γz 〉.

But

εGεT∗
w
RG

T∗
w
(s) = DG(RG

T∗
w
(s))
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by 12.8 and the proof of 13.13, so the above scalar product is equal to

〈DG(RG

T∗
w
(s)),Γz 〉 = 〈RG

T∗
w
(s), DG(Γz) 〉.

If we express DG(Γz) as linear combinations of the γz′ as in the proof of 14.35,
we get

∑

z′ cz,z′〈R
G
T∗

w
(s), γz′ 〉; but, by 14.45, 〈RG

T∗
w
(s), γz′ 〉 is equal to 1 and

by the proof or 14.35,
∑

z′ cz,z′ is equal to 1, whence the result.

We can now prove

14.46 Proposition. We have

|Z(G)F |/|Z(G)◦
F
|
∑

(s)

|(W (s)/W ◦(s))F
∗

|
−1
χ(s) =

∑

z∈H1(F,Z(G))

Γz,

where in the sum of the left-hand side (s) runs over rational semi-simple

conjugacy classes of G∗F∗
.

Proof: To prove the result we shall show that the scalar product of the two
sides is equal to the scalar product of each side with itself. We first compute

the scalar product of the left-hand side with itself. By 14.41 this is equal to

|Z(G)F |2/|Z(G)◦
F
|2

∑

(s)

|(W (s)/W ◦(s))F
∗

|
−2
〈χ(s), χ(s) 〉,

which, by 14.43 equals

|Z(G)F |2/|Z(G)◦
F
|2

∑

(s)

|(W (s)/W ◦(s))F
∗

|
−2
|(W (s)/W ◦(s))F

∗

| =

|Z(G)F |2/|Z(G)◦
F
|2

∑

(s)

|(W (s)/W ◦(s))F
∗

|
−1
.

As |(W (s)/W ◦(s))F
∗
| is the number of rational classes in the geometric con-

jugacy class of s, the last sum is equal to

|Z(G)F |2/|Z(G)◦
F
|2#{ rational geometric semi-simple classes of G∗ }.

By 14.42, this equals

|Z(G)F ||Z(G)F/Z(G)◦
F
|ql,

which can be written
|Z(G)F ||H1(F, Z(G))|ql.

The scalar product of the right-hand side with itself was computed in 14.35

and has the same value. The scalar product of one side with the other one
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is easily computed from 14.44: it is the product of |Z(G)F/Z(G)◦
F
|, the

number of rational geometric conjugacy classes and the number of z, which

gives again |Z(G)F |ql|H1(F, Z(G))|.

14.47 Corollary. Assume that the centre of G is connected. Then:
(i) χ(s) is an irreducible character of GF for any (s),

(ii) The (unique) Gelfand-Graev representation of GF is the sum of all the
χ(s) (which are all the regular characters),

(iii) The dual of the Gelfand-Graev representation (which is πGF

u if the char-

acteristic is good; see 14.37) is the sum of all the semi-simple characters
of GF up to signs.

Proof: By hypothesis, from 13.15 (ii), all the numbers |(W (s)/W ◦(s))F
∗
|

are equal to 1 and 〈χ(s), χ(s) 〉 = 1 (see 14.43). The corollary is then straight-

forward (note that in the present case the disjunction of the rational series
14.41 reduces to the disjunction of the geometric series, so that we do not

actually have to use 14.41 here).

We now want to get a result similar to 14.47 for groups with a non-connected
centre. First we shall embed G in a group with connected centre and the same

derived group. The construction is as follows: take any torus S containing
Z(G) and put G̃ = G×Z S, where Z acts by translation on G and on S. The

centre of G̃ is isomorphic to S and the derived group of G̃ is clearly the same
as that of G. If T is a maximal torus of G then it is contained in a unique

maximal torus T̃ = T×Z S (see 0.6) of G̃ and T = T̃ ∩G. We shall assume
in addition that S is rational, and extend F to G̃ in the obvious way. We

then have a bijection from the set of rational maximal tori of G onto that of

G̃. If θ is a character of T̃F (where T is a rational maximal torus of G) then

by 13.22 the restriction of RG̃

T̃
(θ) to GF is RG

T (ResT̃
F

TF θ).

We now consider dual groups. If T̃∗ is a torus dual to T̃ and T∗ a torus dual

to T, then X(T) is a quotient of X(T̃), so Y (T∗) is a quotient of Y (T̃∗), so

T∗ is naturally a quotient of T̃∗ by 0.20. Let G̃∗ be a group dual to G̃ (the
torus T̃∗ of G̃∗ being dual of the torus T̃ of G̃); then the kernel of T̃∗ → T∗

is a central torus of G̃∗ and the quotient G∗ of G̃∗ by this central torus is
clearly dual to G (the torus T∗ being dual of T). We shall assume also that

G̃∗ has a Frobenius endomorphism F ∗ dual to F , so the same is true for G∗.
Note that the root systems of G̃∗ (relative to T̃∗) and of G∗ (relative to T∗)

are the same.

14.48 Proposition. For any s ∈ G∗F∗
the class function χ(s) on GF is a
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proper character.

Proof: Let s̃ ∈ G̃∗F∗
be a semi-simple element whose image is s ∈ G∗F∗

(s̃ exists as the kernel of G̃∗ → G∗ is connected); we shall show that χ(s) is

the restriction of the character χ(s̃) of G̃F , which implies the result by 14.47
(i). The group W (s̃) is the group generated by the roots of G̃∗ which are

trivial on s̃ (as the centre of G̃ is connected, hence centralizers of semi-simple
elements in G̃∗ are connected); so this group is the same as W ◦(s). Since

s̃ maps to s, the character RG
T∗(s) is the restriction to GF of the character

RG̃

T̃
(s̃), and, from the definitions of χ(s) and χ(s̃) the result follows.

Once we know that χ(s) is a proper character, we can give the decomposition
of the Gelfand-Graev representation in general.

14.49 Theorem. For any z ∈ H1(F, Z(G)) and any rational semi-simple

conjugacy class of G∗F∗
, there is exactly one irreducible common component

χs,z of χ(s) and Γz; it has multiplicity 1 in both χ(s) and Γz; and we have

Γz =
∑

(s)

χs,z,

where (s) runs over the set of semi-simple classes of G∗F∗
.

Proof: The result is straightforward by 14.44 and 14.46.

Note that we have not given a parametrization of the regular characters:

indeed it is possible to have χs,z = χs,z′ . For instance, when s = 1 we have

χ(s) = StG as observed in the proof of 12.14. It can be shown that χs,z = χs,z′

if and only if z−1z′ is in a subgroup of H1(F, Z(G)) associated to s.

We now give a sketchy proof of 14.41.

14.50 Proof of 14.41: Let s be an element of G∗F∗
and s̃ be a preimage

of s in G̃∗F∗
. The series E(GF , (s)G∗F∗) consists, by 13.22, of the irreducible

components of the restrictions of elements in E(G̃F , (s̃)). Assume that two

series E(GF , (s)G∗F∗) and E(GF , (s′)G∗F∗ ) have a non-empty intersection. Let
s̃′ be a preimage in G̃∗F∗

of s′; then there exist two irreducible characters χ ∈
E(G̃F , (s̃)) and χ′ ∈ E(G∗F∗

, (s̃′)) whose restrictions to GF have a common
component. By Clifford’s theory (see 13.21) we see that the restrictions of

two irreducible characters χ and χ′ of G̃F to GF are disjoint or equal and
that they are equal if and only if χ′ = χ.ζ , where ζ is a linear character of

G̃F/GF . We know that a character of G̃F/GF is of the form ẑ with z ∈ G̃∗F∗

(see 13.30 as such a character is trivial on G̃′F ). Since multiplication by ẑ

maps RG̃

T̃
(s̃) to RG̃

T̃
(s̃z), the series E(G̃F , (s̃′)) and E(G̃F , (s̃z)) have to be
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equal as they have χẑ as a common component. But ẑ is trivial on GF , so
we see that the series E(G̃F , (s̃)) and E(G̃F , (s̃z)) have the same restrictions,

and thus E(GF , (s)G∗F∗) = E(GF , (s′)G∗F∗).

The following result gives the converse of 14.41.

14.51 Theorem. Let s and s′ be two semi-simple elements of G∗F∗
; then two

Deligne-Lusztig characters RG
T∗(s) and RG

T
′∗(s

′) have a common component if
and only if s and s′ are rationally conjugate.

Proof: We have just seen the “only if” part. A similar computation to that

of 14.43 shows that for any w ∈W ◦(s) we have 〈χ(s), χ(s) 〉 = 〈χ(s), R
G
T∗

w
(s) 〉.

As RG
T∗

w
(s) is invariant by conjugation under L−1

T (Z(G)), all the irreducible

components of χ(s) have the same multiplicity in RG
T∗

w
(s), so they must have

multiplicity 1. Thus we see that, when s and s′ are conjugate in G∗F∗
, all

irreducible components of χ(s) (= χ(s′)) occur in both RG
T∗(s) and RG

T
′∗(s

′).
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15. EXAMPLES

In this chapter we look at several examples of finite groups of Lie type; we
elucidate their structure as rational points of reductive groups, and in some

cases give their character table. We start with the linear groups.

15.1 The linear and unitary groups

The linear group GLn(k) over some algebraically closed field k is defined

by the k-algebra k[Ti,j , det(Ti,j)
−1] endowed with the comultiplication Ti,j 7→

∑

k Ti,k ⊗ Tk,j (see 0.1 (ii)). As an open subset of an affine space, its variety

is affine and connected. The group of points over k is the group of invertible
n×n-matrices with coefficients in k. The subgroup T of diagonal matrices is

clearly a torus; this torus is maximal since (by well-known results on linear
transformations) any set of commuting semi-simple matrices is “diagonaliz-

able”, i.e., conjugate to a subgroup of T. The subgroup B of upper triangular

matrices is solvable, and is the semi-direct product U ⋊ T, where U is the
nilpotent group of unipotent upper triangular matrices (i.e., upper triangular

matrices whose diagonal entries are all 1). The variety U is isomorphic to
an affine space (of dimension n(n− 1)/2), thus B is connected, and the Lie-

Kolchin theorem (see 0.9) implies that it is a Borel subgroup. Similarly, the
subgroup of lower triangular matrices is another Borel subgroup. As these

two Borel subgroups intersect in a maximal torus T, the group GLn is re-
ductive (see 0.32 (i)). However GLn is not semi-simple, as its centre is the

one-dimensional torus of all scalar matrices: it is connected and equal to the
radical of GLn. The subgroup Ui,j of U of elements whose only non-zero

off-diagonal coefficient is in position (i, j), where i < j, is clearly isomorphic
to Ga and normalized by T. It is thus a root subgroup Uα; the corresponding

root α maps the element diag(t1, . . . , tn) of T to ti/tj. The n(n−1)/2 positive
roots, for the order defined by B, thus obtained are clearly all the positive

roots, as they are in number equal to dim(U). The simple roots for this order

are Π = {αi | i = 1, . . . , n− 1 } where αi(diag(t1 . . . , tn)) = ti/ti+1. The root
system thus obtained is of type An−1. The normalizer NG(T) is the subgroup

of monomial matrices, and the Weyl group is isomorphic to the symmetric
group Sn (it acts on T by permuting the diagonal entries of a matrix). The

parabolic subgroup PJ containing B where J ⊂ Π is the subgroup of “block-
triangular” matrices where the blocks correspond to maximal intervals [i, k]
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in [1, n] such that αi, . . . , αk−1 ∈ J .

When k = Fq, the group GLn is endowed with the standard Fq-structure
where the Frobenius endomorphism F acts by raising all entries of a matrix

to the q-th power (see 3.9). The group GL
F
n is then the linear group of Fq

n.
The group GLn may also be endowed with the Fq-structure corresponding to

the Frobenius endomorphism F ′ given by F ′
g = tFg−1 (where tg denotes the

matrix which is the transpose of g). The group GL
F ′

n is the group of unitary

transformations of (Fq2)
n. The group GLn with the Frobenius endomorphism

F ′ is called the unitary group and denoted by Un (this notation is somewhat
inconsistent as it is not a group but only a rational form of one). Let us

compute the Fq-rank of Un. The group F ′
B is the Borel subgroup of lower

triangular matrices, and is also equal to w0B, where w0 is the longest element

of W (T) (which is the permutation (1, 2, . . . , n) 7→ (n, n−1, . . . , 1)). Thus T

is of type w0 with respect to some quasi-split torus, so (T, w0F
′) is geometri-

cally conjugate to (T0, F ) where T0 is a quasi-split torus. The Fq-rank of Un

is thus the dimension of (X(T)⊗R)w0F
′/q, i.e., the number of eigenvalues q of

w0F
′, which is equal to [n/2]. Thus Un is not split (and thus not isomorphic

to GLn).

15.2 The symplectic group.

Let V be a 2n-dimensional vector space over some algebraically closed field
k. Let (e1, . . . , en, e

′
n, . . . , e

′
1) be a basis of V . The group Sp2n is the group

of automorphisms of (V, 〈 , 〉) where 〈 , 〉 is the symplectic form given by

〈 ei, ej 〉 = 〈 e′i, e
′
j 〉 = 0 and 〈 ei, e

′
j 〉 = δi,j . It is clearly a closed subgroup

of GL2n.

Maximal tori. A diagonal matrix is symplectic if and only if it is of the form





























t1
t2

. . .
tn

t−1
n

. . .
t−1
2

t−1
1





























.

We will again let diag(t1, . . . , tn) denote the above matrix. The set of such
matrices is clearly a torus T; this torus is maximal in Sp2n, as any maximal

torus of Sp2n is contained in some maximal torus of GL2n, and the only
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maximal torus of GL2n containing T is the torus of all diagonal matrices.

Borel subgroups. Let B be the group of all symplectic upper triangular
matrices. A matrix of the form

(

x y
0 x′

)

is symplectic if and only if tx′Jy = tyJx′ and tx′Jx = J , where J is the

matrix




1
. .

.

1



 .

We get all the elements of B by taking an arbitrary triangular x and an

arbitrary symmetric s, and putting x′ = J tx−1J and y = J tx′−1s = xJs.
Thus B is isomorphic to the variety of n × n triangular matrices times the

variety of n × n symmetric matrices and is thus connected. As it is the
intersection of a Borel subgroup of GL2n with Sp2n, it is solvable. Again we

see that it is maximal since the only Borel subgroup of GL2n which contains
B is the Borel subgroup of all upper triangular matrices (as there is only one

complete flag stabilized by all matrices in B). So B is a Borel subgroup of
Sp2n, which contains the maximal torus T. Its unipotent radical U is the

subgroup of unipotent matrices, i.e., the group of all matrices
(

x xJs
0 J tx−1J

)

where s is symmetric and x upper triangular and unipotent. The group B is
also the stabilizer of the complete (i.e., maximal) flag of isotropic subspaces

<e1> ⊂ <e1, e2> ⊂ . . . ⊂ <e1, . . . , en>, and by conjugating in Sp2n we get
other Borel subgroups as stabilizers of other complete isotropic flags.

As in GLn, we see that Sp2n is reductive by observing that the intersection
of the Borel subgroup of all symplectic lower triangular matrices with B is

the maximal torus T. The centre of Sp2n is the set of scalar symplectic
matrices which consists only of Id and − Id. Thus the radical is trivial and

Sp2n is semi-simple. Finally Sp2n is connected: to see that it is enough to
see that every element is in a Borel subgroup. Any g ∈ Sp2n has at least one

eigenvector x ∈ V ; as g is symplectic, it induces a symplectic automorphism
h of V1 = <x>⊥/<x> (which is naturally endowed with a symplectic form

induced by the initial form on V ). By induction on dimV , we may assume
that Sp(V1) is connected, and thus h is in some Borel subgroup of Sp(V1), i.e.,

stabilizes a complete isotropic flag of V1. The inverse image in V of this flag,
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completed by <x>, is a complete isotropic flag of V stabilized by g, whence
the result.

Roots. We denote by i, j elements in 1, . . . , n and by i′ and j′ the corre-

sponding elements in the second set of indices 1′, . . . , n′. We denote by Ui,j

(resp. Ui,j′ , resp. Ui,i′) the group of unipotent matrices whose only non-zero

off-diagonal entries are in positions (i, j) and (j′, i′) and have opposed val-
ues (resp. whose only non-zero off-diagonal entries are in positions (i, j′) and

(j, i′) and have equal values, resp. whose only non-zero off-diagonal entry is in
position (i, i′)). These are all subgroups of U isomorphic to Ga, normalized

by T; the element diag(t1, . . . , tn) ∈ T acts by multiplication by ti/tj (resp.
titj, resp. t2i ). We thus get n2 distinct root subgroups. They represent all

the positive roots since by the above description U is also of dimension n2.
The simple roots are the αi (where 1 ≤ i ≤ n− 1) which map diag(t1, . . . , tn)

to ti/ti+1, and αn, which maps diag(t1, . . . , tn) to t2n. The root system thus

obtained is of type Cn.

Parabolic subgroups. As the stabilizer B of any complete isotropic flag
V1 ⊂ . . . ⊂ Vn in Sp2n is a Borel subgroup, the stabilizer of any subflag is a

parabolic subgroup. We thus get 2n distinct parabolic subgroups containing
B. Since there are also 2n subsets of the set of simple roots, they are the only

parabolic subgroups containing B. As any isotropic flag may be completed
to a complete one, we get the result that in general parabolic groups are the

stabilizers of (complete or not) isotropic flags.

15.3 The split and non-split even-dimensional orthogonal groups.

Orthogonal groups may be analyzed on the same lines as the symplectic

groups, replacing the symplectic form by a quadratic. We may assume

that the matrix of the quadratic form has the form





1
. .

.

1



. In even-

dimensional spaces, we will show that these groups have two possible rational
structures, one of which is non-split.

Let V be a 2n-dimensional vector space over some algebraically closed field
k whose characteristic is different from 2. Let (e1, . . . , en, e

′
n, . . . , e

′
1) a basis

of V ; we endow V with the quadratic form defined by 〈 ei, ej 〉 = 〈 e′i, e
′
j 〉 = 0

and 〈 ei, e
′
j 〉 = δi,j; we will denote by Φ the matrix of this form. The group

O2n is the group of automorphisms of (V, 〈 , 〉). It is clearly a closed subgroup
of GLn(k) = GL(V ). The subgroup SO2n of the elements of determinant 1 is
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a closed subgroup of index 2. Using the same arguments as for the symplectic
group it may be shown that it is connected, and is thus the identity component

of O2n.

Using the same arguments as for the symplectic groups, it may also be seen
that the subgroup T of matrices of the form
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. . .
tn
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n

. . .
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t−1
1





























is a maximal torus. We will denote the above element of T by diag(t1, . . . , tn).
Similarly we get a Borel subgroup B by taking the group of matrices of the

form
(

x xJa
0 J tx−1J

)

where x is an invertible upper triangular n × n-matrix,

where a is antisymmetric and where J is as before. The same argument as
in the symplectic case shows that the Borel subgroups are the stabilizers of

maximal isotropic flags and that SO2n is reductive. The unipotent radical

U of B consists of matrices
(

x xJa
0 J tx−1J

)

∈ B where x is unipotent. Its

dimension is thus n(n − 1). The root subgroups are the groups Ui,j (resp.
Ui,j′) of matrices whose only non-zero off-diagonal coefficients are in positions

(i, j) and (j′, i′) with i < j (resp. (i, j′) and (j, i′)) and have opposed values.
The element diag(t1, . . . , tn) ∈ T acts on Ui,j (resp. Ui,j′) through the root

ti/tj (resp. titj). We thus get a set of n2 − n distinct positive roots of SO2n

with respect to T; it is the whole set of positive roots since the dimension of U

is n2−n. The simple roots are αi(diag(t1, . . . , tn)) = ti/ti+1 for 1 ≤ i ≤ n− 1

and αn(diag(t1, . . . , tn)) = tn−1tn. If n ≥ 2 the root system thus obtained is
of type Dn; the centre of the group is the intersection of the kernels of the

roots, which is ±1; so SO2n is semi-simple.

Frobenius endomorphisms. We assume now that k = Fq (with p 6= 2). We
will consider two Frobenius endomorphisms on O2n:

• The standard Frobenius endomorphism F which raises all coefficients of
a matrix to the q-th power. The group OF

2n we thus get is the group of

the form 〈 , 〉 over Fq.
• The Frobenius endomorphism εF which is the composite of F with ad ε

for some F -fixed element ε ∈ O2n − SO2n. As two such endomorphisms
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differ by an element of SO2n, the groups of rational points they define
are isomorphic (they are conjugate by an inverse image under the Lang

map of the element by which the Frobenius endomorphisms differ). We
will take for ε the element



























1
. . .

1
0 1
1 0

1
. . .

1



























.

This element normalizes both T and B, and induces the non-trivial

automorphism of the root system of type Dn.

We will show that OεF
2n is the group of a quadratic form which is not equivalent

over Fq to 〈 , 〉. Let h ∈ GL2n be such that h−1.Fh = ε; then adh maps the
action of εF to that of F (in particular, it maps OεF

2n into GL
F

2n). If g preserves

the form Φ then hg preserves the form Φ1 = th−1Φh−1. As Φ is εF -stable,
Φ1 is F -stable. Thus adh is an isomorphism from OεF

2n to the orthogonal

group over Fq of Φ1. Let us show that the quadratic forms Φ and Φ1 are
not equivalent under GL2n(Fq). If a ∈ GLn(Fq) maps Φ1 to Φ, then ah is

in the orthogonal group of Φ. But (ah)−1.F(ah) = ε, so this would imply
det(ε) = det(ah)q−1 = (±1)q−1 = 1, which is false, since det(ε) = −1, whence

the result. Looking at the action on T, which is quasi-split since B is fixed
by both F and εF , we notice that O2n is split for F but not for εF .

15.4 The irreducible characters of GLn(Fq) and Un(Fq)

We will express all irreducible characters of the linear and unitary groups as

explicit combinations of Deligne-Lusztig characters, following the method of
[G. Lusztig and B. Srinivasan The characters of the finite unitary groups,

Journal of algebra, 49 (1977), 167–171]. Note that this will prove in particular
that all class functions are uniform in these groups. We will denote by G the

group GLn and by F a Frobenius endomorphism which may be either the
standard one or that of the unitary group (called F ′ in 15.1). We denote by

T the torus of diagonal matrices. This torus is F -stable in both cases; it is
split for linear groups, but is in no F -stable Borel subgroup in the unitary

case. The Weyl group W = NG(T) can be identified with the symmetric
group, where w ∈W maps diag(t1, t2, . . . , tn) ∈ T to diag(tw(1), . . . , tw(n)) (see

15.1). In both cases the action of F on W is trivial (which is why we prefer to
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use T in the unitary case, rather than some quasi-split torus, as a reference
to measure types of other tori). Thus classes of tori are parametrized by the

conjugacy classes of W . For any w ∈ W we put Rw = RG
Tw

(IdTw), where Tw

is a maximal torus of type w with respect to T. The first step is to express

all unipotent characters as linear combinations of the Rw. Let πw be the
normalized characteristic function of the class of w ∈W (see 12.19).

15.5 Lemma. The map πw 7→ Rw induces an isometry from the space of class
functions on W onto a subspace of the class functions on GF .

Proof: This follows immediately from 11.16.

We note that this lemma remains true in any reductive group, if we replace
the classes of W in the above by the F -classes of W .

The image of χ ∈ Irr(W ) under the above isometry is the function

Rχ = |W |−1
∑

w∈W

χ(w)Rw.

The set of functions {Rχ | χ ∈ Irr(W ) } is thus orthonormal.

15.6 Remark. By 12.13, we have RIdW
= IdGF , and as observed in the proof

of 12.14 we have Rsgn = StG, where sgn is the “sign” character (−1)l(w) of W .

We will show that in the case of linear and unitary groups the set {Rχ | χ ∈
Irr(W ) } is actually equal (up to sign in the latter case) to the set of unipotent
characters E(GF , (1)); in other groups some of the Rχ are only combinations

of irreducible characters with coefficients in Q. We will let RG
w , RG

χ , πG
w , WG

etc. denote the above objects whenever there may be any ambiguity on the

group considered. We note that these objects are well-defined in any reductive
group once a reference torus T has been chosen. We shall extend by linearity

the notation Rχ to any class function.

Let L be a “diagonal” Levi subgroup of G, i.e., a Levi subgroup which consists
of block-diagonal matrices. Such a Levi subgroup is F -stable and contains

T. It is isomorphic in the linear case to a product of linear groups and in
the unitary case to a product of unitary groups. The next proposition shows

that RG
L is “transported” from ordinary induction in the Weyl group.

15.7 Proposition. For any class function f on WL we have RG
L (Rf) =

R
Ind

WG

WL
(f)

.

Proof: It is enough to prove the proposition for the functions πL
w. But

IndWG

WL
(πL

w) = πG
w , and by the isometry 15.5 the image of πL

w (resp. πG
w ) is RL

w

(resp. RG
w ), whence the result since RG

L (RL
w) = RG

w (see 11.5).
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We may now prove

15.8 Theorem. In the linear and unitary groups, the characters {Rχ}χ∈Irr(W )

are (up to sign in the unitary case) the unipotent characters.

Proof: If we prove that the Rχ are virtual characters, they will be up to
sign distinct irreducible characters (since they form an orthonormal set) and,

as Rw =
∑

χ χ(w)Rχ, they will span the unipotent characters.

We know that RId is an irreducible character (the character IdG). It is also

well-known that in the symmetric group any irreducible character is a linear
combination with integral coefficients of the identity induced from various

parabolic subgroups i.e., any χ ∈ Irr(W ) is a linear combination with integral
coefficients of IndWWL

(Id) where L runs over diagonal Levi subgroups of G.

Applying the isometry 15.5 and proposition 15.7, we get an expression of Rχ

as an integral linear combination of RG
L (Id), which proves indeed that it is a

virtual character.

To prove that the Rχ are actual characters for linear groups, we note that, in
that case, as the torus T is split it is contained in a rational Borel subgroup

B (e.g., the Borel subgroup of all upper triangular matrices), thus R1 =

RG
T (IdT) = IndGF

BF (IdB) is an actual character; since R1 =
∑

χ χ(1)Rχ, and
χ(1) > 0, this proves the result.

In the unitary case, it is not difficult to obtain a formula for the dimension

of Rχ and deduce from it, for each χ, which of Rχ or −Rχ is an irreducible
character. Note that, as T is of type w0 with respect to some quasi-split torus

(see description of the unitary groups at the end of 15.1), the same argument

as in the linear case shows that Rw0
is an actual character, so χ(w0)Rχ also.

So, when χ(w0) 6= 0, the sign we have to give to Rχ to make it an actual

character is that of χ(w0).
Once we know the unipotent characters of GF , we can easily get all characters,

using 13.30. Indeed we can take (G∗, F ∗) to be (G, F ); see examples above
13.11. Moreover the centralizer of a semi-simple element is a Levi subgroup

by 2.6, and is isomorphic to a group of block-diagonal matrices. If s is rational
semi-simple, by 4.3 the action of F on CG(s) permutes blocks of equal size

and the smallest power of F which fixes a block still acts on that block as a
standard or unitary type Frobenius endomorphism (on a bigger field), except

that in the unitary case an even power gives rise to the standard Frobenius
endomorphism. Theorem 15.8 can be extended easily to such groups. Then,

as by 13.25 RG
CG(s) is an isometry from the series E(CG(s)F , (s)) to E(GF , (s)),
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we get

Theorem. The irreducible characters of the linear and unitary groups are
(up to sign) the

Rχ(s) = |WI |
−1

∑

w∈WI

χ̃(ww1)R
G

Tww1
(s),

where CG(s) is a Levi sugroup parametrized by the coset WIw1 as in 4.3. The

character χ runs over w1-stable irreducible characters of WI and χ̃ stands for
an extension to WI .<w1> of χ.

15.9 The character tables of GL2(Fq) and SL2(Fq)

To determine the character tables of these groups, we first list their irreducible
characters by applying the above results.

We will denote the two elements of the Weyl group W (T) as {1, s}, where s is

the transposition (1, 2). The group of rational points TF of the diagonal torus
is isomorphic to F×

q ×F×
q in GL2 (resp. to the group µq−1 of (q−1)-th roots of

1 in the case of SL2). Thus an element of Irr(TF ) is given by a pair (α, β) of
characters of F×

q (resp. a character α of µq−1), and s acts by exchanging α and

β (resp. sending α to its inverse). By 11.15, the Deligne-Lusztig characters

RG
T (α, β) (resp. RG

Ts
(α)) are all distinct when {α, β} runs over (non-ordered)

pairs of characters of F×
q (resp. representatives of Irr(µq−1) mod α ≡ α−1),

and are irreducible (see remark after 13.1) when α 6= β (resp. α2 6= 1). When
they are not irreducible, since by 11.15 their norm is 2, they have two distinct

irreducible components.

We choose a torus Ts of type s with respect to the diagonal torus T. We
have

TF
s ≃ TsF = { diag(t1, t

q
1) | t1 ∈ F×

q2 (resp. tq+1
1 = 1) }.

Thus TF
s ≃ F×

q2 (resp. µq+1). A character of TF
s is given by some character

ω of F×
q2 (resp. of µq+1), and s acts by ω 7→ ωq (and ωq = ω−1 in the case

of SL2). Thus the Deligne-Lusztig characters RG
Ts

(ω) are all distinct when ω
runs over representatives of Irr(F×

q2) (resp. of Irr(µq+1)) mod ω ≡ ωq; these

characters are (the opposite by 12.10 of) irreducible characters unless ω = ωq

(which in the case of SL2 implies that q is odd and ω2 = 1); and when they

are not irreducible they have two irreducible constituents. When they are
irreducible the characters RG

T (α, β) and −RG
Ts

(ω) are all distinct since they

are in different Lusztig series.

We now decompose the non-irreducible RG
T (θ). In the case of GL2, using the



Examples 153

results of 15.4, we have RG
T (IdT) = IdG +StG et RG

Ts
(IdTs) = IdG−StG. To

decompose the other RG
T (α, α) we may use the bijection of 13.30 (ii). In the

case of GLn the linear characters are of the form α ◦ det. We have

RG

T (α, α) = RG

T (IdT).(α ◦ det) = IdG .(α ◦ det) + StG.(α ◦ det).

Similarly, when ω ∈ Irr(F×
q2) is of order q − 1, there exists α ∈ Irr(Fq

×) such
that ω = α ◦ NF

q2
/Fq (and ω is the restriction to TF

s of the linear character

α ◦ det of GF ); we have

RG

Ts
(ω) = IdG .(α ◦ det)− StG.(α ◦ det).

We consider now SL2. As observed above, if the characteristic is 2 all Deligne-
Lusztig characters except RG

T (IdT) and RG
Ts

(IdTs) are irreducible. If q is odd,

we must decompose RG
T (α0), where α0 is the character of order 2 of µq−1 and

RG
Ts

(ω0), where ω0 is the character of order 2 of µq+1. By 13.22, we have

RSL2
T∩SL2

(ResT
F

TF ∩SL2
θ) = Res

GLF
2

SLF
2

(RGL2
T (θ)),

so, being the restriction of an (actual) irreducible character, RG
T (α0) is the sum

of two distinct irreducible characters. We put RG
T (α0) = χ+

α0
+χ−

α0
. Similarly

we may put −RG
Ts

(ω0) = χ+
ω0

+ χ−
ω0

; the characters χ±
α0

must be distinct from

χ±
ω0

, since RG
Ts

(ω0) and RG
T (α0) are orthogonal. Actually RG

T (α0) = χ(s1) and
RG

Ts
(ω0) = χ(s2) where s1 is the element of order 2 of the split torus of PGL2

and s2 is the element of order 2 of the non-split torus of PGL2, and, since s1

and s2 are not rationally conjugate, they are in distinct rational series (see

14.40 and below).

The list of irreducible characters of GL2(Fq) is thus
• The RG

T (α, β) where (α, β) is an (unordered) pair of distinct characters

of F×
q .

• The characters IdG .(α ◦ det) and StG.(α ◦ det) where α ∈ Irr(F×
q ).

• The −RG
Ts

(ω) where ω ∈ Irr(F×
q2) is such that ωq 6= ω (where −RG

Ts
(ω) =

RG
Ts

(ωq)).

And the list of irreducible characters of SL2(Fq) is
• The RG

T (α) where α ∈ Irr(F×
q ) is such that α2 6= 1 (and where RG

T (α) =

RG
T (α−1)).

• The characters IdG and StG.

• If q is odd, the two irreducible constituents χ+
α0

and χ−
α0

of RG
T (α0).

• The −RG
Ts

(ω) where ω ∈ µq+1 is such that ω2 6= 1 (and where RG
Ts

(ω) =

RG
Ts

(ω−1)).
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• If q is odd, the two irreducible constituents χ+
ω0

and χ−
ω0

of −RG
Ts

(ω0).

We now give the list of conjugacy classes of GL2(Fq) and SL2(Fq). In general,
to list the conjugacy classes of a connected reductive group, we may first

describe the semi-simple classes and their centralizers, and then for each
such centralizer CG(s) describe the unipotent classes of CG(s) (which are

actually in C◦
G(s) by 2.5) and their centralizers. We then get the classes of

GF by 3.15 (iv) and 3.25. By 2.6 (i), the semi-simple classes of GL
F

n (resp.

SL
F
n ) are in one-to-one correspondence with the rational semi-simple classes

of GLn (resp. SLn); in GL2, the only non-semi-simple classes are of the form

zu with z ∈ Z(GL2) and u a non-trivial unipotent element: they have as

representative a matrix of the form
(

a b
0 a

)

(when a = 1 they have been

analysed in 3.26 (ii)).

We list first the semi-simple classes; by 3.26 (ii) and 2.6 (i), the semi-simple

classes of SL
F

n are the semi-simple classes of GL
F

n which lie in SLn. In GL
F

n

the semi-simple elements of TF
w ≃ TwF may be identified with matrices

diag(t1, ..., tn) such that tw(i) = tqi . Two such elements are conjugate in GLn

if and only if they are conjugate under W (see 0.9). The list we get in GL2 is

• From TF , we get Z(G)F , whose elements
(

a 0
0 a

)

with a ∈ F×
q are all in

distinct classes (these classes are in SL2 if a ∈ {−1, 1}); and the classes

of
(

a 0
0 b

)

with a, b ∈ F×
q and a 6= b (which are in SL2 if a = b−1).

• From TF
s , we get the classes of

(

x 0
0 Fx

)

with x ∈ F×
q2 ; these classes

do not meet TF if x /∈ Fq, i.e., x 6= Fx, which is also equivalent to
(

x 0
0 Fx

)

/∈ Z(G). A form with rational coefficients of these elements

is
(

0 1
−x.Fx x+ Fx

)

; these classes are in SL2 if x.Fx = 1.

We now list those classes whose centralizer is not a torus. In GL2, as re-
marked above, these are the classes zu where z is central and u unipotent.

As analysed in 3.26 (ii) there is in GL2(Fq) only one class of non-trivial unipo-
tent elements, and in SL2(Fq) two classes if the characteristic is different from

2 (these unipotent elements are regular so we could also take the analysis

from 14.24). We get in GL2(Fq) the classes of
(

a 1
0 a

)

with a ∈ F×
q , and in

SL2(Fq), when the characteristic is different from 2, the four classes
(

a b
0 a

)

with a ∈ {−1, 1} and b ∈ (F×
q )2 or b ∈ F×

q − (F×
q )2 (these are only one class in
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characteristic 2).

We now describe how to obtain the character tables of GL2(Fq) and of SL2(Fq)
given in table 1 and table 2. All the entries in the character table of GL2(Fq)

may be obtained by applying the character formula 12.2, once we know the
value of the Green functions RG

T (IdT) and RG
Ts

(IdTs). These last values are

known from RG
T (IdT) = IdG + StG and RG

Ts
(IdTs) = IdG− StG, where the

values of StG are given by 9.3. This also gives by restriction the complete

table of SL2(Fq) in characteristic 2; in table 2 we assume that q is odd.

Table 1: characters of GL2(Fq)

(note that |GL2(Fq)| = q(q − 1)2(q + 1))

Classes

(

a 0
0 a

)

a ∈ F×
q

(

a 0
0 b

)

a, b ∈ F×
q

a 6= b

(

x 0
0 Fx

)

x ∈ F×
q2

x 6= Fx

(

a 1
0 a

)

a ∈ F×
q

Number of
classes of
this type

q − 1
(q − 1)(q − 2)

2
q(q − 1)

2 q − 1

Cardinal of
the class

1 q(q + 1) q(q − 1) q2 − 1

RG
T (α, β)

α, β ∈ Irr(F×
q )

α 6= β
(q + 1)α(a)β(a)

α(a)β(b)+
α(b)β(a)

0 α(a)β(a)

−RG
Ts

(ω)

ω ∈ Irr(F×
q2)

ω 6= ωq
(q − 1)ω(a) 0 −ω(x)− ω(Fx) −ω(a)

IdG .(α ◦ det)
α ∈ Irr(F×

q )
α(a2) α(ab) α(x.Fx) α(a2)

StG .(α ◦ det)
α ∈ Irr(F×

q )
qα(a2) α(ab) −α(x.Fx) 0

Most of the table of SL2 (q odd) is obtained by restriction from GL2 (using
13.22); the only values which are not given by restriction are those of χ±

α0
and

χ±
ω0

. Since χ+
α0

+ χ−
α0

is the restriction of an irreducible character of GL2(Fq),
the characters χ+

α0
and χ−

α0
are conjugate under GL2(Fq) (because SL2(Fq) is

a normal subgroup of GL2(Fq)). They have thus the same dimension, and
more generally the same value on all classes of SL2(Fq) that are invariant

under the action of GL2(Fq); in particular they also have the same central
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character α0. These remarks show that to get all their values it is enough to

compute their values on the classes
(

1 b
0 1

)

. The same analysis holds for χ+
ω0

and χ−
ω0

. These classes are regular unipotent; if 1 and z are the two elements
of H1(F, Z(SL2)) and we choose for u1 (see definition after 14.25) the class

of
(

1 1
0 1

)

, then uz is the class of
(

1 x
0 1

)

with x ∈ Fq
× − (Fq

×)2. For any

χ ∈ Irr(SL2(Fq)), by 14.35 (i), we have

−χ(u1) = σ1〈DG(χ),Γ1 〉+ σz〈DG(χ),Γz 〉

and − χ(uz) = σ1〈DG(χ),Γz 〉+ σz〈DG(χ),Γ1 〉.

}

(1)

As we have seen χ+
α0

and χ−
α0

are the two components of χ(s1) and χ+
ω0

and χ−
ω0

are the two components of χ(s2). Let us choose for χ+
α0

(resp. χ+
ω0

) the common
component of χ(s1) and Γ1 (resp. of χ(s2) and Γ1) (see 14.44). Since χ+

ω0
and

χ−
ω0

are cuspidal, we have DG(χ+
ω0

) = −χ+
ω0

and DG(χ−
ω0

) = −χ−
ω0

. We have
DG(χ+

α0
) = RG

T
∗RG

Tχ
+
α0
−χ+

α0
; but ∗RG

Tχ
+
α0

= α0 since ∗RG
T (RG

T(α0)) = 2α0 and

〈RG
Tα0, χ

+
α0
〉GF = 1 so we get DG(χ+

α0
) = χ−

α0
and similarly DG(χ−

α0
) = χ+

α0
;

so (1) gives

χ+
α0

(uz) = χ−
α0

(u1) = −χ+
ω0

(u1) = −χ−
ω0

(uz) = −σ1

and
χ+
α0

(u1) = χ−
α0

(uz) = −χ+
ω0

(uz) = −χ−
ω0

(u1) = −σz.

To compute σ1 and σz, we notice that if χ ∈ Irr(Fq
+) is a character as defined

above 14.29, then by 14.34 and 14.36 we have

σz = |Z(GF )|−1Γz(u1) = |Z(GF )|−1Γ1(uz) =
∑

x∈Fq−(Fq)2

χ(x)

and

σ1 = |Z(GF )|−1Γ1(u1) =
∑

x∈(Fq
×)2

χ(x).

To compute them notice that σ1 +σz = −1 and that σ1−σz is the Gauss sum

∑

x∈Fq

α0(x)χ(x),

so (σ1 − σz)
2 = α0(−1)q.
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Table 2: characters of SL2(Fq) for q odd
(note that |SL2(Fq)| = q(q − 1)(q + 1))

Classes

(

a 0
0 a

)

a ∈ {1,−1}

(

a 0
0 a−1

)

a ∈ F×
q

a 6= {1,−1}

(

x 0
0 Fx

)

x.Fx = 1
x 6= Fx

(

a b
0 a

)

a ∈ {1,−1},
b ∈ {1, x} with
x ∈ F×

q − (F×
q )2

Number of
classes of
this type

2 (q − 3)/2 (q − 1)/2 4

Cardinal of
the class

1 q(q + 1) q(q − 1) (q2 − 1)/2

RG
T (α)

α ∈ Irr(F×
q )

α2 6= Id
(q + 1)α(a) α(a) + α(1

a) 0 α(a)

χεα0

ε ∈ {1,−1}
q + 1

2 α0(a) α0(a) 0
α0(a)

2 (1−

εα0(ab)
√

α0(−1)q)

−RG
Ts

(ω)
ω ∈ Irr(µq+1)
ω2 6= Id

(q − 1)ω(a) 0 −ω(x)− ω(Fx) −ω(a)

χεω0

ε ∈ {1,−1}
q − 1

2 ω0(a) 0 −ω0(x)
ω0(a)

2 (−1+

εα0(ab)
√

α0(−1)q)

IdG 1 1 1 1

StG q 1 −1 0
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